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D. D. Gvozdenac 
Institute of Fluid, Thermal, 
and Chemical Engineering, 

University of Novi Sad, 
NoviSad, Yugoslavia 

Analytical Solution of the Transient 
Response of Gas-to-Gas Crossflow 
Heat Exchanger With Both Fluids 
Unmixed 
The dynamic response of a single-pass crossflow heat exchanger with both fluids un
mixed to arbitrary time varying inlet temperatures of fluids is investigated 
analytically. The initial spatial temperature distribution of the heat exchanger core is 
arbitrary as well. Analytical solutions for temperature distributions of both fluids 
and the wall as well as the mean mixed fluid temperatures at the exit are presented. 
The solutions are found by using Laplace transform method and special functions in 
the form of series of modified Bessel functions. 

Introduction 

Problems related to the transient response of a single-pass 
crossflow heat exchanger with neither fluid mixed are of in
creasing interest. In the case where engineering devices such as 
compact-type heat exchangers form a part of the engineering 
plant like aircraft gas turbines, process plants, and air-
conditioning systems, it is important to study dynamic 
behavior of a heat exchanger in order to choose the most 
suitable design, control, and operation. 

Several investigations of heat exchanger transients have 
been carried out. However, the transient response of crossflow 
heat exchangers has received very little attention owing to its 
complexity. The transient behavior of a crossflow heat ex
changer with neither fluid mixed was determined numerically 
by Dusinberre [1], Only one specific case for a gas-to-gas heat 
exchanger was considered and no parametric study was at
tempted. Myers et al. [2] carried out a study concerning a 
crossflow heat exchanger, but they analyzed only the case of 
one mixed fluid. They used an approximate integral technique 
to compute outlet fluid temperatures for a unit step increase of 
the mixed fluid inlet temperature. Their solution is generally 
satisfactory if both fluids are gases. Yamashita et al. [3] ap
plied finite difference methods to calculate the outlet 
temperature responses for crossflow heat exchangers with 
both fluids unmixed. Effects of an initial condition and 
various parameters concerning heat transfer performance on 
the transient responses in the temperature efficiency were 
shown. Makarov [4] presented analytical solutions to the tran
sient response of gas-to-gas crossflow heat exchangers with 
neither gas mixed by using Rieman's method. These solutions 
apply to the case of a heat exchanger with uniform initial 
temperature as well as to arbitrary varying inlet gas 
temperatures. However, analysis and applicability of the solu
tions were not even attempted. Romie [5] gives the transient 
mixed temperatures of the gases leaving a crossflow heat ex
changer for a unit step increase in the entrance temperature of 
either gas. Solutions are found by using the Laplace transform 
method and they apply to single-pass crossflow heat ex
changers with neither gas mixed. 

This paper presents solutions to the energy equations 
governing convective heat transfer between a heat exchanger 
core, which is initially at an arbitrary spatial temperature 
distribution, and a steady flow of fluids entering the ex
changer at constant mass velocities with arbitrary time varying 
temperatures. Solutions are restricted to the case when ther-

/ \ 
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Fig. 1 Schematic description of single-pass crossflow heat exchanger 

mal capacities of the masses of two fluids contained in the ex
changer are negligibly small relative to the thermal capacity of 
the heat exchanger core. They are found by using the Laplace 
transform method, which leads to an extensive use of special 
functions in the form of series of modified Bessel functions. 

Availability of such solutions gives the engineer and the 
designer much more insight into the nature of transient heat 
transfer in single-pass crossflow heat exchangers with neither 
fluid mixed. 

Basic Differential Equations. Inlet and Initial 
Conditions 

The simplifying assumptions in the derivation of differen
tial equations are as follows: 

{a) Heat transfer characteristics and physical properties 
are independent of temperature, position and time; 

(b) the fluid velocity is constant in each flow passage; 
(c) the thickness of a solid wall is sufficiently small in com

parison with the dimensions of the heat exchanger surface, so 
it is assumed that heat flows only in the direction perpen
dicular to the heat exchanger surface; 

(d) conduction through the fluid is negligible; 
(e) overall heat losses are negligible; 
(/) the heat generation and viscous dissipation within the 

fluids are negligible. 

Under what conditions and to what extent these assump
tions are justified can be determined either by experiment or 
by some other theoretical analysis. An inquiry into the prac
tical applications of the theory will not be made in this paper, 
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the main purpose being to present the mathematical treatment 
of the problem. 

On the basis of these assumptions and applying the energy 
equation to both fluids and the wall, we obtain three 
simultaneous partial differential equations in the coordinate 
system as shown in Fig. 1 

ar, 1 dT, 
y\dX ' Us dt 

/dT7 1 dT: 

-cplmlX0{<^r + ^r^f)=Vit'lAlTlT1-Tw) 

<-P2'"2 '•(^i^)-^-"---'-' 
dT„ 

(1) 

(2) 

(3) c„Mw-—?- = riltilAlT(Tl-T„)-ri2h2A2T(Tlv-T2) 
at 

The space and time-independent variables, X, Y, and t, 
range from 0 to the heat exchanger lengths X0 and Y0, and 
from 0 to oo, respectively. Other symbols are listed in the 
Nomenclature. 

Introducing thus the dimensionless space and time-
independent variables 

W X 
-NTU-

W • 
y = NTU-

t 

W, 

and parameters 

NTU = 
(r)xhlAXT)(fl2h2A2T) 1_ 

Vih,Air + 7i2h2A2r Wmi 

t* 

K, 

V\h\AlT + i)2h2A2T 

y\h\AXT 

rilhlAlT + ri2h2A2T' 
K2 = l-K, 

C\ ~X0- w, 1 1 
C-> — Yn w. 

the governing equations read as follows 

1 1 

c„Mw U2 K2 

(4) 

(5) 

(6) 

(7) 

(8) 

DEC 41985 K^±_CEL 
2 dx ' dz 

T, - 7\„ 

Ky 
dT7 

17 + CV 
8T2 

-=T„-T, 

dz 
--K^-TJ-K^Tv-Ti) 

(9) 

(10) 

(11) 

The inlet and initial conditions for equations (9), (10), and (11) 
are 

T[{y, z) = r , (0, y, z) 

T{(x,z)=T2{x,Q,z) 

Tlfi{x, y) = r , (x, y, 0) 

T2fi{x,y)=T2 (x,y, 0) 

(12) 

Tw,0(x,y)=Tw (x,y, 0) 

The above model equations describe adequately the 
dynamic behavior of single-pass crossflow heat exchanger 
with both fluids unmixed at an arbitrary time varying inlet 
fluid temperatures. This model is not limited to the large wall 
capacitance condition. 

Characteristics of the system (9), (10), and (11) are the lines 
x= const and y = const as well as the space z~Cl 

x/K2 - C2y/Kx - const, so that the occurrence of traveling 
waves can be expected at speeds K2/Cx and isT1/C2, in the 
planes z, x and z, y, respectively, corresponding to speeds U{ 

and U2 in the physical planes t, X and t, Y. No waves are 
allowed for Cx and C2 = 0. 

If the thermal capacities of the masses of the two fluids con
tained in the exchanger core are negligibly small relative to the 
thermal capacity of the core itself, then the capacity ratios C, 
and C2 will be equated to zero. These ratios are very small if 
the fluids are gases. The smallness of the capacity ratios means 
that the fluid transit or dwell times are small compared to the 

N o m e n c l a t u r e 

AlT,A2T = total heat transfer area 
on side 1 and side 2, 
respectively, m2 

a, b = arguments, defined in 
equation (33) 

cp = specific heat at con
stant pressure, J/kgK 

cw = specific heat of core 
material, J/kgK 

F, G, H = functions defined in 
equations (20), (21), 
and (22), respectively 

h = heat transfer coefficient 
between the fluid and 
the wall, W/Km2 

/„(•) = modified Bessel func
tion of nth (integer) 
order 

m = mass flow rate, kg/s 
My, = mass of exchanger 

core, kg 
NTU = number of transfer 

units, defined in (5) 
p, r = Laplace transform 

variables 
T = temperature, K 
t = time, s 

t* = parameter, defined in 
equation (6), s 

Kx, K2 = parameters, defined in 
equation (7) 
parameters, defined in 
equation (8) 
fluid velocity, m/s 
thermal capacity 
rate = m cp, W/K 
lesser of Wx and W2, 
W/K 
dummy variables 
function defined in 
equation (31) 
function defined in 
equation (30) 
distance from fluids 1 
and 2 entrances, 
respectively, m 
heat exchanger lengths, 
m 
dimensionless indepen
dent variables, defined 
in equation (4) 
overall finned surface 
efficiency 
density, kg/m3 

Dirac delta function 
inlet temperature 

c,,c2 

U 

w 
W • 
rf mm 

U, V, W 

V. 

X,Y = 

Xft, Yn — 

x,y, z 

7) = 

p 
•8 

distribution, defined in 
equation (14) 

4> = initial temperature 
distribution, defined in 
equation (14) 

6 = dimensionless 
temperature, defined in 
equation (15) 

6 = dimensionless mean 
mixed fluid 
temperature at the exit 

(3, 7 = parameters 
£, -q = dummy variables 

Subscripts 
1 = fluid 1 
2 = fluid 2 
w = wall 

/, j , k, n = integers 

Superscripts 
' = at the inlet 
" = at the outlet 

= Laplace transform with 
respect to the variable x 

' = Laplace transform with 
respect to the variable y 
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durat ion of the transient . It can be easily seen from equat ions 
(9) and (10) tha t , in such a case, the initial temperatures Tlfi 

and T20 do not affect T, ( i = 1, 2, ve) since the t ime derivatives 
of the fluid temperatures are canceled. 

Taking these simplifications (Cx = C 2 = 0) into account and 
introducing the dimensionless temperatures d, (/'= 1, 2, w), we 
obtain the mathemat ica l model of the considered single-pass 
crossflow heat exchanger in the form of the following set of 
differential equat ions 

F,(y,z) = e,(Q,y,z) + 
1 30,(0, y , z) 

K, dz 

, 30,(0, y , z) , 320,(O, y , z) 

G,(x,z) = 6,(x,0,z) + 

dy dy dz 

1 36, (x, 0, z) 

(20) 

K, dz 

-K-, 
30, 

~~dx 

Kr 
dd2 

dy 

ML 
dz 

•=Kx(dx-dw)~K2(dw 

36,(x, 0, z) d2d,(x,Q,z) 

dx 

H,(z)=d,(0,0,z) + 

dxdz 

39,(0, 0, z) 

dz 

(21) 

(22) 

(13) 

The inlet and initial condi t ions associated with this set of 
equations are as follows 

e; = el(o,y,z) = 4>i(y,z) 

02 '=02(x,O,z) = 02(x,z) 

0Wfi=Sw(x,y,0) = ^w(x,y)_ 

(14) 

In order to define dimensionless temperatures , it is ap
propr ia te to choose a reference tempera ture Tr and a 
characteristic tempera ture difference ATr, so that 

a , , T,(x,y, z)-Tr 

d,(x,y,z) = — ( i = l , 2 , w) (15) 

The three equations (13) containing 0,, 02, and 6W can be 
transformed into three equations containing only 0, or 02 or 
dw. The following results are obtained 

dl6, d2d, 1 d26: 1 d26, d2e, i 
-+ . . +-dxdydz dxdy AT, dxdz K2 dydz 

d6t 3d, dd, 1 
dx dy KXK2 dz 

= 0 ( i = l , 2 , w) (16) 

This equat ion can be rewrit ten in the following forms 

d / d26, 

dx V dydz 
/J%_ M 1 Mj_ \ 

\ dydz 3y K, dz ' / + -
1 32e, dd, 

~3y~ ' Kx dz ' " 7 ' K2 dydz 

1 dd, dd, 
+ -—L + -dy KXK2 dz 

- = 0 (17) 

or 
d / d26, 

dy \ dxdz 

dxdy \ dz 

dd, 

Hx 

,v 

1 

de 
+Tx 

l 

de, 
~dz + */) 

-+
 J 

K\K2 

d28, 
- + — 

1 

30; 

3z 

( 

d26, 

dxdz 

= 0 

320,. 

(18) 

3x3? K2 dydz 

3d, 1 30, 

dx dy KXK2 dz 
i = 0 (19) 

Equat ion (16) will be solved using the double Laplace 
t ransform (with respect to the variable x and y) but to achieve 
this, the following functions will be defined 

These are now boundary condit ions for equat ion (16). Con
nection with the original boundary (inlet) condit ions can be 
found easily. 

The initial condit ion applicable to equat ion (16) is as 
follows 

Js,(x,y) = 0,(x,y,0) (23) 

Using equat ion (14) as well as equat ion (13) the inlet and in
itial conditions for each fluid and the wall become 

Fluid 1 

Fx(y,z) = <i>l(y,z) + 
1 30,0, z) 

K, dz 

| d4>x(y,z) | 32</>1Q, z) 

dy 

Gx(x,z) = 4>2(x,z) 

Hx(z)=M0,z) + 

dydz 

30i(0, z) 
dz 

ti(x, y) = <l>i(y, 0) exp(--£-) 

(24) 

la 

1. 

.9 

.8 

.7 

.8 

.5 

.4 

.3 

.2 

/ * 
/ 

" • 

\ e j 

s5f 

>5? 

0 2 4 6 10 12 14 16 18 20 

Fig. 2 Inlet and outlet mean mixed temperatures versus dimensionless 
time z for NTU = A, Wf IW2 = 0.5, K1 = 0.25, 0 = 0.75, y-, = 2, and y2 = 1 
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Wall 

Fw(y,z) = <f>l(y,z)+K1 

Gw(x,z) = (j>2(x,z) + K2 

d<l>i(y,z) 

dy 

d<j>2{x, z) 

dx 

Hw(z)=Ki^l(0,z) + K2<j>2(0,z) 

tw(x>y) = tw(x,y) 

Fluid 2 

F2(y,z)=<t>{(y,z) 

(25) 

G2(x,z) = <j>2(x, z) + 
1 d(j>2(x, z) 

K2 dz 

d<t>2(x, z) d24>2(x, z) 

H2(z) = <t>2(0,z) + 

dx dx dz 

9*2(0, z) 

dz 
(26) 

+ Kw(^^)] 'K^)n p (-^ 

•vi.o[-£-> *i(*~w)] Vi.o[^' K2(z-w)\dv dw 

• Vlfi [-£-, K2(z - w)] du dw + j * H, (w) 

'ViAir • K^z-w)] F<.°hr' K^z~w^\dw w 
where u, v, and w are dummy variables of the independent 
variables x, y, and z, respectively. 

V/c,o(£> v) a n d Vn{X, i)) (k, n= 1, 2, 3, . . . ), functions ap
pearing in equation (29) and later, can be expressed in the 
form of series of modified Bessel functions as described below 
[7] 

n , o & >)) = e x p ( - £ - , , ) ( y ) 2 4 „ , ( 2 V ^ ) (30) 

W*> y) = 4>2(x, 0 ) e x p ( - — j 

1 r̂  / J > - I A +^r)o^ ( x 'y ) e x pv-^r^ ! ; 

Analytical Solutions 

Equation (16) will be solved using the double Laplace 
transform. Laplace transforms of the function 0,(x, y, z) 
( /=1 , 2, w) with respect to the variable x using p as the 
Laplace transform parameter can be represented by 0,- (p, y, z) 
and with respect to the variable y using r as the parameter, 
they can be represented by 0,(x, r, z). Taking the Laplace 
transform 6j(p, r, z) of equation (16), one obtains 
d§, p+pr + r £ 

oo 

(31) 

Some other relations for the functions Kft 0 and K„ are given in 
[6, 8J. 

The temperatures 6,(x, y, z) (/= 1, 2, w) are contributed by 
the time decay of the initial condition plus a weighted average 
of the inlet conditions history. 

Solutions are, therefore, completely determined in a closed 
analytical form. It can be noted here that the solutions tech
nique given in this paper allows for simultaneous arbitrary 
forcing at both inlets of the single pass crossflow heat 
exchanger. 

Knowing the temperature fields, equation (29), the mean 
mixed outlet temperatures are calculated according to 

dz (p+VKJir+l/Ki) ' 

F, + Gi+H, 

(p+l/KJir+l/KO 
(27) 

6'{{z) = ~ \ dl(a,y,z)dy 
b Jo 

e2"(z)=~\"e2(x,b,z)dx 
a Jo 

(32) 

Equation (27) is a linear differential equation with respect to 
the variable z. This equation integrates to 

where 

- - / pK2 \ 
6,(p, r, z) = di(p, r, 0) exp (̂  R +l

Ki*) 

W • 
« = NTU- m,n-

Wy 
Z> = NTU-

W • 
Tr mm 

~w7 
(33) 

•exp(-70T^) 

-*AJo 
z Fj(r,w) + Gj(p, w) + Ht(w) 

(pKt + mrKi + l) 

rKy 

• e X P [ -^0T^ ( Z - W ) ] - e X P [ rKl + l 

from which, by convolution theorem 

- w ) J < -K2(z — w) \dw 

(28) 

Calculation Results 

The purpose of this work was to provide an exact analytical 
solution by which performances of the single-pass crossflow 
heat exchanger can be evaluated and compared. Because many 
parameters are involved in the temperature distributions of 
fluids and the wall as well as the mean outlet temperatures of 
each fluid, it is virtually impossible to present quantitative in
fluence of all of these parameters in this paper. However, 
there is enough space here to give only one particular result 
showing the main characteristics of solution. 

For the case of constant initial temperature of the wall and 
for inlet conditions given by exponential functions, i.e. 
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di(P,y,z) = <l>l(y,z)--

v(x,y,0) = <pw(x,y) = 8 

l - ( l - / 3 ) e x p ( - 7 1 « ) 

8 

C8 exp ( -7 2 z ) 
O2Cx,O,z) = 02(jf,z)= J 

I P 
equations (24)-(26) are reduced to 

F,(v, 0 = 1 - ( l ~ | L - ) ( l - l 3 ) e x p ( - 7 , z ) 

F 2C,z) = FM,(^>2) = l - ( l - ^ ) e x p ( - 7 l z ) 

G,(x, z) = Gw(x, z) = 8exp(-y2z) 

G2(x, z) = ( l - - ^ - ) 0 exp ( - 72^) 

H1(z) = l - ( l - 7 1 ) ( l - / 3 ) e x p ( - 7 , z ) 

#«,(«) =Kx[l - ( 1 - 0 ) exp (-7 ,«)] + K28 exp ( 

Jf /2fe)=(l-72)(3exp(-72z) 

>/-! (*> JO = "A,, (*, .V) = \M*> JO = B 

Temperature fields are given by the equation 

for z > 0 

for z < 0 

for z>0 

for z<0 

(34) 

- 7 2 Z ) 

(35) 

»i=E/;/ ('=1.2, w) 
y'=i 

(36) 

where 

/n =/iw =/i2 -PVd^z, -£-) K, («T2z, -£-) 

/2/ = * i j * F, (w) K,,o | J k JC, fe- w)] 

•^[•^-.^fe-w)]^ 

'Vlfi[~IT' K^z~w^\dw 

(37) 

ft 

- jSA", a \ / b \ 
/ n = _ i K l ( ^ , - ) K 2 ( ^ , - ) 

- 1 -K2(z - w) + Vl [ A , ^ _ W)J 

+ K 2 [ - | - ^ 2 f e - w ) ] ] e / w 

/31 = 
^ [ ! 

•{l-V,[-^-,K2(z-w)]}dw 

/ l 2 ^ K 2 ( ^ ^ ) K l f e A ) 

- K2
2 n ra 

/ 3 2 = - i - G2(w) - — - * , ( * - w ) - l 

•K, , 0 [ - | - ,^ 2 fe-w)]r fw 

(39) 

Figure 2 shows inlet and outlet mixed fluid temperatures 
versus dimensionless time z. In this case, steady-state values 
are 0,"(z-°°) = O.13O313 and 0,"(z-oo) = O.434844. 

The mean mixed outlet temperatures are calculated accord- Concluding Remarks 
ing to equation (32). This procedure yields 

4 The exact and explicit formulas of the temperature fields 
§"= ^ fjj (/= 1, 2) (38) and outlet temperatures for the single-pass crossflow heat ex-

i=\ . changer with both fluids unmixed are presented in this paper. 
where Examination of these solutions reveals that they may be used 
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effectively in practice for computer-aided design, control, and 
operation procedures. 
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Thermal Transport From a Heated 
Moving Surface 
A numerical and analytical study of the transport process arising due to the move
ment of a continuous heated body has been carried out. The relevant heat transfer 
mechanisms are of interest in a wide variety of practical applications, such as con
tinuous casting, extrusion, hot rolling, and crystal growing. The conjugate problem, 
which involves a coupling between the heat transfer in the moving material and the 
transport in the fluid, is considered. The thermal fields in the material and in the 
fluid are computed. The temperature level is found to decay gradually with distance 
along the moving material, as expected. Results are obtained for a wide range of 
governing parameters, particularly the Peclet number Pe and the parameter R, 
which depends on the properties of the fluid and the material. The results obtained 
are compared with those for the idealized cases of an assumed surf ace heat transfer 
coefficient and of a moving isothermal surface. Of particular interest were the 
nature of the flow generated by the moving surface and the resulting thermal 
transport. The results obtained are also considered in terms of the underlying 
physical processes in the problem. 

Introduction 

In many manufacturing processes, such as hot rolling, 
drawing, extrusion, and continuous casting, heat transfer oc
curs in a continuously moving material. The speed at which 
the material moves can be as low as a few centimeters per 
hour, as in the case of the Czochralski crystal growth process 
[1], or as high as a few meters per second, as in the case of hot 
rolling or drawing. For short periods of time, after the onset 
of the process, the thermal field has not been established and 
the transient process is of interest. However, at longer times, 
the process reaches steady state. For instance, in an extrusion 
process, as the free end of the extruded material moves farther 
away from the die, a steady flow situation is eventually 
attained, for constant boundary conditions (see Fig. lc, d). 

The essential features of the flow induced by a two-
dimensional continuously moving surface are shown in Fig. 
1(c). The material issues from a slot and moves at uniform 
speed, as a two-dimensional sheet, through an otherwise 
quiescent fluid environment. Due to viscous effects, the fluid 
near the moving surface is set into motion. With increasing 
downstream distance x, as measured from the slot, the effect 
of this motion penetrates deeper into the environment and the 
thickness of the flow region increases. A steady-state situation 
eventually arises for a long, moving surface. Assuming the 
flow to be of boundary layer form, Sakiadis [2, 3] studied the 
growth of the two-dimensional velocity boundary layer over a 
continuously moving flat plate, emerging from a wide slot, at 
uniform velocity. The problem was solved using a similarity 
transformation, which is applicable for a semi-infinite 
surface. 

The velocity boundary layer is seen to grow in the direction 
of motion of the surface. This characteristic is somewhat 
similar to that observed near the leading edge of a semi-
infinite flat plate immersed in a moving fluid stream, wherein 
the boundary layer develops along the direction of the fluid 
motion [4]. Figure 1(a) shows this circumstance resulting from 
an externally induced flow over a flat plate. Tsou et al. [5] 
have shown experimentally that the present flow is of the 
general form sketched in Fig. 1(c). To demonstrate the flow, 
they selected a rotating drum system with a skimmer plate, in 
order to model the boundary layer on a continuously moving 
surface. Keeping the radius of the cylinder sufficiently large, 
they were able to ignore the effects of curvature. Thus, the 

flow was very similar to that over a plane moving surface. 
They found excellent agreement between the measured veloc
ity profile, for a laminar flow, with the theoretical results. A 
fair agreement was also obtained for turbulent flow. Griffin 
and Thorne [6] observed the growth of the thermal boundary 
layer on a continuous, flat, moving belt, using the 
shadowgraph technique. Their results were in fair agreement 
with the theoretical results of Erikson et al. [7], Griffin and 
Thorne have also discussed the effect of the wall, above and 
below the slot through which the belt emerges, on the heat 
transfer coefficient near the slot. 

In the cases considered by Sakiadis [2, 3] and Tsou et al. [5], 
the thickness of the plate, or of the material, was considered to 
be negligibly small as compared to the distance along the sur
face. However, in most practical problems, such as con
tinuous casting, interest lies mainly in the temperature 
distribution in the moving material, which is of finite 
thickness and which is subjected to energy transfer at the sur
face. This case was solved by Jaluria and Singh [1], assuming a 
constant heat transfer coefficient at the surface. They also 
considered transient effects at small finite distances from the 
die to the end of the moving material. 

_z_l 

T~F 
Contributed by the Heat Transfer Division and presented at the 23rd National 

Heat Transfer Conference, Denver, Colorado, August 4-7, 1985. Manuscript 
received by the Heat Transfer Division April 23, 1985. 

Fig. 1 (a) Schematic of flow over a semi-infinite stationary flat plate; (b) 
one-dimensional conduction in a moving material with an assumed 
value of surface heat transfer coefficient h (Case I); (c) flow induced by a 
moving isothermal plate (Case II); (d) the conjugate problem (Case III) 
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Chida and Katto [8] considered the flow induced by a con
tinuously moving plate of finite thickness. They included the 
effect of conduction within the plate in their calculations. 
However, they only considered large Peclet numbers Pe. 
There are a few other studies in the literature. Glicksman [9] 
studied cooling of fast-moving glass fibers. Khader [10] 
developed a model for transient laminar mixed convection 
from a vertically moving, isothermal plate. 

The present work considers the heat transfer occurring in a 
process where a long strip of material, of finite thickness and 
large width, moves continuously after emerging from a fur
nace or an oven. It is assumed that the temperature at the slot 
is held constant. As the hot material moves away from the 
slot, the movement of the surface induces motion in the fluid 
due to viscous effects. The plate also loses thermal energy to 
the ambient fluid by convection and radiation. In some cases, 
for instance, in spray drying, the surface heat transfer coeffi
cient has been assumed to be constant in the literature. 
However, in general, the conjugate problem involving conduc
tion in the material and transport in the fluid must be 
considered. 

Analysis 

The analyses of the flow situations shown in Figs. 1(b) and 
1(c) are well documented in literature and will, therefore, be 
discussed very briefly here. They are important in providing 
idealized situations for which exact solutions may be obtained. 
Also, the analysis will be used to obtain some results that have 
not been presented in the literature. 

Consider a rod or a plate, of perimeter P and cross-sectional 
area A, moving at a constant speed U. For the one-
dimensional model shown in Fig. 1(b), the temperature is 
taken as uniform over any cross section. This is referred to as 
Case I in this paper. The temperature T in the plate is then 
governed by the following equations: 

(1) 

In region 3, L < x < 

dP-T, PsCU dTj_ 
dx 

= 0 (3) 
dx2 A', 

where the subscripts 1,2, and 3 refer to the three regions, and 
the various symbols used are defined in the Nomenclature. 
Appropriate boundary conditions at x = 0 and x = L are ob
tained by assuming continuous temperature and heat flux 
across the cross sections. Temperature T is assumed to ap
proach T0 as x — — oo and to remain finite as x —• oo. The solu
tion is obtained analytically and the results are presented in the 
next section. 

For the flow situation shown in Fig. 1(c), where a con
tinuous plate emerges from a slot at a constant velocity Us, the 
temperature of the plate is assumed to be at a constant 
uniform value T0. Also, T0 is assumed to be greater than the 
ambient temperature T„. The flow is assumed to be steady 
and two-dimensional. The usual boundary layer approxima
tions are employed. This is referred to as Case II here. 

An exact solution of the boundary layer equations may be 
obtained by employing the similarity transformation given by 

. T-Tm \P = ^/2vUsxF(r)), 

3^ 
UsF'(n), v=-

n]=y\JUs/2vx, 

dip 

Tn-Tm 

dy -*- -'"• ' dx 

The resulting governing equations are 

F'" +FF" = 0 

6" +PrF6'=0 

vUs 
2x 

•{VF'-F} 
(4) 

(5) 

(6) 

In 

In 

region 

region 

1, -

2, 0 

d2^ 

00 < X < 0 

d2^ 

dx2 

< x < L 

PsCU 

Pscu 
Ks 

dT2 

dTx 

dx 

hP 

dx2 K, dx KtA 
(T2-Ta) = 0 (2) 

where the primes indicate differentiation with respect to i\. 
These equations are the same as those for forced convection 

heat transfer from a stationary semi-infinite flat plate with ex
ternally induced flow over it, as shown in Fig. 1(a). However, 
the boundary conditions are different, since u—0 as r; —oo in 
this case, whereas for the stationary plate w—L^, the free-
stream velocity. The physical boundary conditions u - Us, v 
= 0, and T = T0 at the plate surface, and M - 0 and T - Ta far 
away from the plate surface, give 

F(0) = 0, F' (0) = 1, 6>(0) = 1, F' (oo) = 0, 0(oo) = 0 (7) 

Let us now consider the flow situation shown in Fig. 1(d). 
The plate has a finite thickness 2d and conduction within the 

Nomenclature 

A --
Bi = 
C --

Cf -
d = 
F --

h(x) --

Kj -

Ks ~-

L --
Nu(x) = 

P --
Pe = 
Pr = 
a --

- area of cross section 
= Biot number = 4hf3/Ks 

= specific heat of the plate 
= specific heat of the fluid 
= half-thickness of the plate 
= dimensionless stream 

function 
= heat transfer coefficient = 

q/(T,-T„) 
= thermal conductivity of the 

fluid 
= thermal conductivity of the 

plate material 
= length 
= Nusselt number = h(x) 

•x/Kf 

= perimeter 
= Peclet number = U^/aL 
= Prandtl number = v/af 

= surface heat flux per unit 
width 

^ 

Re 
T 

T0 

Ts(x) 

T» 
U,US 

u 

u* 

V 

V* 

X 

X,X* 

= piupeiLy paiameier = 
(KfPfCf\ 'A 

\KsPsc) 
= Reynolds number = UsL/v 
= temperature 
= specified temperature of the 

plate 
= temperature at the surface of 

the moving plate 
= ambient temperature 
= velocity of the plate 
= velocity of the fluid in x 

direction 
= dimensionless velocity in x 

direction 
= velocity of the fluid in y 

direction 
= dimensionless velocity in y 

direction 
= coordinate distance along 

the plate length 
= dimensionless coordinate 

distance along the moving 
plate 

y 

y * 

ys 

y* 
1 s 

a 

« / 

0 
5 

V 

e, e* 
e* 

V 

pf 

Ps 

* 

coordinate distance perpen
dicular to the plate surface 
dimensionless distance 
perpendicular to the surface 
y coordinate distance within 
the plate 
dimensionless coordinate 
distance in y direction within 
the solid material 
thermal diffusivity of the 
plate material = Ks/psC 
thermal diffusivity of the 
fluid 
parameter = A/p 
parameter = p/L 
similarity variable 
dimensionless temperature 
dimensionless temperature 
at the center line of the plate 
kinematic viscosity of the 
fluid 
density of the fluid 
density of the plate material 
stream function 
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plate is taken into account. However, only conduction in they 
direction is considered, at present, neglecting conduction in 
the x direction. If axial conduction is included, the boundary 
layer assumption for the flow can no longer be employed and 
the elliptic effects must be considered, since thermal effects 
can travel upstream due to axial diffusion. For thin plates, 
since the cross section is small, the axial conduction can 
generally be ignored in practical problems. However, conduc
tion along the y direction may be considered, although under 
the present assumptions, the effect of transverse conduction in 
the material is also found to be small. This means that the 
decrease in temperature in the x direction is only due to the 
heat lost at the surface and not due to axial conduction, which 
is neglected. It will be shown later that the assumption of 
negligible ^-direction conduction is valid for relatively higher 
values of the Peclet number Pe. Also, for this analysis, the in
duced flow velocities are assumed to be high enough and the 
temperature difference between the plate and the ambient to 
be small enough to neglect the buoyancy effects [11]. 

Assuming a boundary layer flow, the governing equations 
for the fluid in this case are [11] 

du du 
u — hv • dx dy 

du dv 
- + - r — = 0 

d2u 

dx dy 

dT dT d2T 
u -— hv —— = af dx dy 

In addition, for the plate 
dy2 

dT d2T 

dx art 

(8) 

(9) 

(10) 

(11) 

These equations may be generalized by using the following 
nondimensionalization 

X* =x/L, Y* =y>fte/L, Re= UsL/v, u* = U/Us 

v* = v VRe/t/ s , d* = (T-Tm)/(T0 - T„), Y*s=ys/d 

where we have chosen two different scales in the y direction, 
one within the plate (Y*) and another outside the plate (7*). 
The nondimensionalized equations are: 

For the fluid - „ „ * a2 * du* du* d2u* 
u* | -y* = —-

dx* dy* dY*2 

du* dv* n + - o 
dX* dY* 

dO* dd* 1 d26* 

dX* dY* Pr dF*2 

Within the plate 
dd* 1 d20* 

(12) 

(13) 

(14) 

(15) 
dX* Pe dY? 

where Pr = v/otj- and Pe = Uscf/aL. 
The no-slip conditions at the surface of the plate and at the 

wall above the slot give 

X*>0, r * = 0 o r r * = l : u* = l,v* = 0 (16) 

X*=0, Y*>0: u* = 0,v* = 0 (17) 

Far away from the plate, the velocity goes to zero, since a 
quiescent ambient medium is assumed. Therefore 

a s Y * - o o , u * - 0 (18) 

The boundary conditions on the temperature are: 

Within the plate 

X* = 0,0<Y*<1: 0* = 1 (19) 

and within the fluid 

X*=0, Y*>0: 0*=O (20) 

Since we have neglected natural convection, we can assume 
symmetry about the x axis, which gives rise to the condition 

dd* 
X *>0 , YJ=0: 

dY* 
- = 0 (21) 

At the surface of the plate, the continuity of heat flux implies 

dd* dd* I Pe 
X*>0, Y*=lor F* = 0: - I 1 _ = _ £ L _ » / J - l (22) 

dY* dY* ^ Pr K ' 
Again, far from the plate, the assumption of a quiescent 
medium yields 

X*>0, as Y*-*<x,d*-~0 (23) 

Since the governing equations are parabolic in x, boundary 
conditions are not needed downstream. 

Solution Procedure 

Equations (l)-(3) were solved analytically, following the 
procedure discussed by Arpaci [12]. The solutions obtained 
are important for comparison with the results obtained in 
other cases, for validation of the numerical scheme, and for 
indicating the basic nature of the transport process. Equations 
(5) and (6) were integrated with respect to the similarity 
variable 77, using the fourth-order Runge-Kutta scheme [13]. 
A correction scheme, based on the Newton-Raphson method 
[14], was employed to vary the guessed values of F"(0) and 
0'(O), so that the boundary conditions given by equation (7) 
were satisfied to within a convergence criterion, on F'(<x>), of 
10~6. A step size of 0.005 was employed and the condition 
F'(<x>) = (0) was applied at -q - 10. All these numerical 
parameters were varied to ensure a negligible dependence of 
the results on the values chosen. 

Equations (12)-(15), with boundary conditions given by 
equations (16)-(23), were solved using the Crank-Nicolson 
finite difference method [14]. The computational region, X* 
> 0 and Y* > 0, was subdivided by means of a uniform grid. 
The extent of the grid in the y direction was chosen so that the 
ambient conditions could be specified at a distance which was 
at least twice the estimated thickness of the boundary layer at 
the maximum value of x. The grid size was varied to ensure 
that the results were not significantly affected by further grid 
refinement. The values of AX* and AY* chosen in this study 
were 0.05 and 0.2, respectively. The truncation error in the 
Crank-Nicolson method is of the order of (AX*)2 and (A Y*)2. 
The numerical scheme was tested by applying it to Case II 
which involves an isothermal moving plate (Fig. Id) and com
paring the results obtained with the similarity solution. The 
agreement was excellent away from the slot. 

Results and Discussion 

The solution to equations (l)-(3), with the appropriate 
boundary conditions, after nondimensionalization is obtained 
as: 

.(Pe*) 

For region 1, - 00 < X < 0 

r , - r 0 _ r 2Pe[<7e<o/25>-pe<"/2'i>] ^ 

For region 2, 0 < X < 1/5 

T2 - T0 2Pe[ffe("/2»e^/2) - pe^^e^^] 
T„-T0

 = 1 + [p2e(Pm)_a2e^m)] 

For region 3, 1/5 < X < 

r 3 - r 0 2Pe[g-p]e'Pe /5 ' 

T«,-T0 [p2e^ - <72e<"/M>] 

where X = x/0, 8 = 0/L, a = Ks/psC, 0=A/p, Pe = 

(24) 

(25) 

(26) 

W/u, 
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Fig. 2 Effect of varying the Peclet number Pe on the temperature 
distribution for Case I, at Bi = 1.0 and £ = 0.2 

Fig. 3 Effect of varying 8 (= fi/L) on the temperature distribution for 
Case I, at Pe = 2.0 and Bi = 10 

\ A 

<f~ 
/ZIT 
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\ 
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^ ^ i ^ . — 

t —I 

Fig. 4 Variation of F' and 0 with the similarity variable >; for the moving 
plate in a quiescent medium, as well as for a stationary plate with exter
nally induced flow over it 

Bi = 4hB/Ks, p = Pe + (Pe2 + Bi)' : P e - ( P e 2 + Bi)' 
Here, B is taken as the characteristic length. 

The temperature variation along the x direction, corre
sponding to equations (24)-(26), is shown in Fig. 2. The effect 
of varying Pe on the thermal field is shown. At higher values 
of Pe, with Bi held constant, the penetration of the diffusion 
effects into the negative x direction is found to be smaller. For 
constant Pe, an increase in Bi resulted in an increase in the 
upstream penetration of the thermal effects. However, the ef
fect of Pe was found to be more dominant than that of Bi. 
Figure 3 shows the temperature profiles with the values of Pe 
and Bi fixed at 2.0 and 10.0, respectively, for decreasing 
values of 5. Since 5 = B/L, a decrease in 5 implies an increase 
in L, for a given 8. As L is increased, region 3 moves away 
from region 1, increasing the extent of region 2. Therefore, 
any point on the plate is exposed to the ambient fluid for a 
longer time. Therefore, as the value of 5 is decreased, the 

Fig. 5 Downstream variation of the centerline temperature for the con
jugate case at Pr = 0.7 and Pe = 0.01 

temperature near the end of region 2 approaches the ambient 
temperature, which indicates that the effect of region 3 on the 
temperature distribution in region 1 and 2 is reduced. 

The solutions for Case II were obtained by the numerical in
tegration of equations (5) and (6). The results obtained were 
also compared with the corresponding results for an externally 
induced flow over a semi-infinite flat plate. Figure 4 shows the 
basic trends observed. It was found that the magnitude of 
[F"(0)] was higher for the moving plate [F"(0) = 0.6280] than 
for the stationary plate [F"(0) = 0.4692]. This means that the 
shear stress, at the plate surface, being proportional to the 
magnitude of [F"(0)], is higher for the moving plate. The x-
component velocity profile for the moving plate is similar to 
that for a nonbuoyant jet, except for the fact that the shear 
stress is not zero at y = 0. The ^-component velocity v is 
negative for the moving plate, as compared to positive values 
of v for flow over a stationary plate [3]. Also, the magnitude 
of [ - 6'(0)] is higher [6'(0) = 0.4939] for the flow over a mov
ing plate as compared to flow over a stationary plate [0'(O) = 
0.4122] (see Fig. 4). Therefore, the local heat transfer coeffi
cient h(x) is higher for the moving surface. This means that, 
for a given fluid and velocity Us, the moving plate loses more 
energy to the flow than the semi-infinite stationary plate, with 
flow over it. 

The above result may be explained in terms of the transverse 
velocity v. Since this velocity v is negative (i.e., toward the 
plate), the fluid at ambient temperature is brought toward the 
plate in the case of a continuously moving plate. This increases 
the temperature gradient at the surface and, hence, the heat 
transfer [11]. This is not the case for a semi-infinite isothermal 
plate, where v is positive. Thus, the results for Cases I and II, 
Figs. 1(b) and 1(c), indicate the basic nature of the transport 
process, lend support to the numerical scheme, and present 
some numerical results which have not been presented in the 
literature. 

The results for the conjugate problem, Fig. 1(d), are ob
tained at various values of Pe, Pr, and R. As mentioned 
earlier, in all the cases considered, conduction in the x direc
tion was neglected. The value of temperature was specified as 
T0 at X* = 0. Figure 5 shows the computed centerline 
temperature variation with X, for Pr = 0.7 and Pe = 0.01, at 
different values of R. For very small values of R, say for a 
highly conducting plate, the temperature of the plate drops 
very gradually. Thus, the downstream penetration of thermal 
effects is large, as expected. For large values of R, say for a 
poorly conducting plate, the plate cools rapidly between with 
increasing X*. However, it must be noted that for a given 
fluid, i.e., Pr and Kf unchanged, a decrease in Ks must be ac
companied by a decrease in the thermal capacity psC of the 
material as well, if Pe (Pe = Uscf/aL, a = Ks/psC) is to re
main unchanged. A decrease in thermal capacity of the 
material implies more loss of energy to the fluid. Similarly, for 
a given plate material, as the conductivity of the fluid in-
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creases, the plate loses energy faster. From Fig. 5, it is clear 
that the temperature profiles in the x direction, within the 
plate, are fairly steep near the slot, at small values of Pe. 
Therefore, the assumption of negligible conduction in the x 
direction may not be valid in this region, particularly at small 
Pe. 

Figure 6 shows the temperature profiles in the y direction at 
X* = 2.4, within the plate and the fluid, for the same 
parameters as in Fig. 5. One can see that the temperature pro
file within the plate is fairly uniform. However, the 
temperature gradients at the surface of the plate (Y* = 1) are 
steeper for small values of R. This indicates higher heat 
transfer coefficients, for a given fluid, if the ratio of thermal 
conductivities is reduced, i.e., Ks is increased. 

A typical case of a moving glass plate, with water as the 
fluid, is illustrated in Figs. 7 and 8. The temperature within the 
plate along the x direction decreases more gradually at Pe = 
1.0, as compared to that at Pe = 0.01. However, at Pe = 1.0, 
the temperature gradients in the y direction at the plate surface 
(Y* = 0) are higher. At smaller values of Pe, the temperatures 
are more or less uniform within the plate but the centerline 
temperatures are lower. This is because, at larger values of Pe, 
for a given location along x, the plate is exposed for a shorter 
duration to the cooler environment. Therefore, less energy is 
lost from the surface. Note that the temperature within the 
plate (0 < yj < 1) is not uniform at Pe = 1.0 and Pr = 7.0. 
At Pe = 0.01, the temperature within the plate becomes fairly 
uniform, indicating a longer exposure of the plate to the 
ambient. 

Figure 9 shows the variation of the heat transfer parameter 
Nu(#)/Re with the distance along the plate. Here 

Nu(x)= [h(x)) [x]/K/t with h(x) = q/(Ts~Ta,) 

Also, q is the surface heat transfer rate per unit area. From 
Fig. 9 one can see that Nu(x) becomes nearly constant at X* > 

0.6 for the case when Pe = 0.1, Pr = 7.0, and R = 0.618. 
Keeping Pr and Pe unchanged and lowering Kf/Ks to 0.1 in
creases Nu(x), but it takes a longer distance for Nu(*) to ap
proach a constant value. Now, consider the case when Pe, Pr, 
and Ks are kept unchanged. An increase in Kf increases h(x). 
However, the increase in h(x) is less than the proportionate in
crease in Kf. Therefore, by definition, Nu(x) decreases. 

The applicability of each of the three cases discussed here 
depends upon the physical process of interest. If one is in
terested mainly in the cooling of the material, for instance in 
quenching, the first case is generally appropriate. One can also 
compute the length of region 2, for the design of the system to 
achieve the given process. The situation considered in the first 
case is, in fact, encountered frequently in practice. If the 
thickness of the plate is small and the material of the plate has 
a high thermal capacity, for example, copper, then the 
assumption of an isothermal plate, as in Case II, is valid. Case 
III, which is considered in detail, is of importance when one is 
interested in the transport mechanisms as well as the 
temperature gradients within the plate. For instance, in the 
continuous casting process, the control of the transverse 
temperature gradients within the material can significantly 
change the physical properties of the material. In such cases, 
the conjugate transport is of interest. 

Conclusions 

An analytical and numerical study of the steady-state, self-
induced forced convection heat transfer from a moving plate 
has been carried out. The one-dimensional conduction 
problem, with an assumed surface heat transfer coefficient, is 
solved analytically. The effect of the Peclet number Pe and the 
Biot number Bi on the penetration of conduction effects 
upstream is discussed. The flow over a moving plate, with and 
without conduction effects within the plate, is solved 
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numerically. Solutions are first obtained for a moving isother
mal flat plate. It is found that, for an isothermal moving sur
face, the velocity boundary layer is thicker and the surface 
heat transfer coefficient is higher than the corresponding ex
ternally driven flow over a semi-infinite, stationary flat plate. 

The governing parameters for the conjugate problem are 
found to be the Peclet number Pe, Prandtl number Pr, and the 
parameter R. In the conjugate problem, for a given fluid and 
for a fixed value of R, the transverse temperature within the 
plate at a downstream location was found to be fairly uniform 
at small Pe. For a given fluid at a constant Pe, a decrease in 
the thermal conductivity of the plate was found to result in a 
rapid decrease in the temperature in the axial direction, in
dicating greater energy loss at the surface. The Nusselt number 
Nu(x) was observed to approach a constant value as the 
distance from the slot increased. For given Pe and Pr, Nu(x) 
was lower at higher values of R. The results obtained are 
found to agree with earlier studies of similar problems and 
with the physical trends expected on the basis of the governing 
transport mechanisms. 
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An Inverse Finite Element Method 
for the Analysis of Stationary Arc 
Welding Processes 
An inverse finite element computer code was developed to facilitate the experimental 
analysis of two-dimensional stationary arc welding processes. The method uses tran
sient temperature data from thermocouples imbedded in the solid region of the work 
piece to determine through a Newton-Raphson interpolation procedure the tran
sient position of the solid-liquid interface and the transient temperature distribution 
in the solid region of the work piece. The accuracy of the method was demonstrated 
through comparison with results obtained with a direct finite element code and 
through comparison with experiments. 

Introduction 

Fusion welding is a process by which the edges of two pieces 
of metal are melted and fused together. This is done using an 
intense local energy source. The thermal energy transferred 
causes the metal to melt and form a molten pool usually re
ferred to as a weld pool. It is important to be able to control 
the size and shape of the weld pool. It must be small enough to 
be manageable and to minimize energy consumption but large 
enough to bond the two pieces properly. The temperature 
distribution in the solid pieces as well as the rate of melting 
and the rate of solidification of the weld pool affect the stress 
distribution [1, 2] and the recrystallization process [3] in the 
metal, which in turn affects the strength of the metal pieces. 
Therefore, it is important to be able to determine, along with 
the weld pool shape and size, the temperature distribution in 
the solid region as a function of time. The small size of the 
weld pool and the high temperatures that occur during the 
welding process so far have precluded experimental deter
mination of the transient variations of the weld pool and the 
temperature distributions in the solid. During typical welding 
experiments the shape of the weld pool is determined either by 
using an impact decanting technique or by rapidly quenching 
the sample and investigating the grain size and distribution. 
These methods cannot provide the transient temperature 
distributions in the solid. Furthermore, because of the short 
duration of welding processes (several seconds), it is impossi
ble to obtain detailed information on the transient growth of 
the weld pool. 

Recently, analytical studies [5-7] have been reported on at
tempts to predict the transient shape of the weld pool and the 
associated temperature distribution during welding as func
tions of various welding parameters. To provide a fundamen
tal understanding on the heat transfer and fluid flow 
phenomena which occur during welding many researchers 
[8-12] concentrate on the stationary TIG (tungsten-inert-gas) 
arc welding process. During this process an arc (plasma) is be
ing generated between an inert electrode and the object to be 
welded (workpiece). The stationary arc welding process is an 
experimental procedure, in which the arc does not move 
relative to the workpiece. After the arc is generated, melting 
starts in the workpiece. Since the arc is stationary the molten 
pool grows as a function of time and is axisymmetric. The sta
tionary arc and the consequent axisymmetry simplify the study 
of the melting process and, as indicated previously, this mode 
of welding is commonly used for fundamental research. 
Analytical models simulating the stationary arc welding proc-
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ess usually assume a certain heat flux distribution from the 
arc, then solve for the fluid motion in the weld pool, for the 
energy convection process in the pool, and the energy conduc
tion in the solid region. The analysis is complex in that the 
solid-liquid interface is moving in time while the fluid flow in 
the molten region is driven by Lorentz forces, surface tension, 
and local liquid density gradients. Although novel methods 
are being developed to model the welding problem, it is very 
difficult to validate and compare these analytical results with 
experimental results, since, as indicated previously, such ex
perimental data are still not available. 

As a part of an experimental methodology that can generate 
data on the shape of the solid-liquid interface as a function of 
time and the transient temperature distribution in the solid 
region during welding, a new two-dimensional inverse finite 
element method was developed and is presented in this work. 
This method uses several discrete temperature measurements 
in the solid region of the welded object, outside the melt 
region, to extrapolate the shape of the solid-liquid interface as 
a function of time as well as the temperature distribution in 
the solid during a stationary arc welding process. The accuracy 
of the inverse finite element method was demonstrated 
through comparison with results derived from direct analytical 
models of the welding process and through comparison with 
experiments. 

A heat transfer problem with phase change is considered 
direct when the boundary conditions are described at the outer 
surface of the domain. Then the thermal conditions at the in
terior points and the phase change location inside the domain 
are found. In contrast an inverse heat transfer problem re
quires temperatures or heat fluxes at interior points in the do
main to find the temperature profile of the region of analysis, 
the boundary condition, and the phase change location. This 
type of problem is referred to, mathematically, as a 
mathematically ill-posed problem, since we are solving a 
boundary-value problem where the conditions on one of the 
boundaries are not specified. 

Many solutions are available for the direct problem of heat 
transfer in the presence of phase transformation. Some of 
them are summarized in [13-15]. However, very few studies 
have been published on the inverse heat transfer problem. 
Most of the reported studies have dealt with problems without 
phase change [16-25]. 

One of the first studies of inverse heat transfer problems us
ing numerical methods was presented by Stolz [16]. Stolz for
mulates the inverse problem as though it were a direct prob
lem. He obtains an integral equation for the unknown surface 
condition and finds a solution by numerically inverting the in
tegral equations. His procedure becomes unstable if the time 
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steps chosen are too small. However, a more accurate solution 
would be obtained if smaller time steps were used. Beck [17] 
makes this possible by using a procedure that involves 
minimization of the sum squared difference between the ac
tual and calculated temperatures at the known temperature 
location. Burggraf [18] finds an exact series solution to a one-
dimensional inverse problem with the lump capacitance ap
proximation as the leading term. The temperature and heat 
flux histories are given at a single internal point. Approximate 
results are found if discrete or experimental data are used. 
Another work on inverse heat transfer problems was presented 
by Beck [19]. In that work the thermal properties of the 
material are considered to be a function of temperature; thus 
the problem becomes nonlinear. 

A two-dimensional inverse finite element program has been 
reported in [26]. The authors describe an inverse finite element 
technique to determine heat fluxes on the outer surface of 
nuclear fuel rods from the internal thermocouple 
measurements. 

Studies involving inverse heat conduction problems with 
phase change are much more limited. The current literature on 
inverse phase change problems includes a paper by Macqueene 
et al. [27], who investigated the efficiency of an arc welding 
process by an inverse finite-element method. In their model, 
the latent heat of fusion is accounted for by the variation of 
the elemental specific heat when the average elemental 
temperature is in the melt range. Conduction heat transfer is 
assumed in both the solid and liquid regions and continuous 
solution is found for both domains. 

Rubinsky and Shitzer [28] derived analytic infinite-series 
solutions to the one-dimensional inverse Stefan problem in 
Cartesian and spherical conditions. Conduction heat transfer 
was assumed in the liquid region. 

Landram [29] also used the inverse technique to identify 
from experimental results the fusion boundary (liquid-solid 
interface) and energy transport mechanisms during welding. 
Vaporization energy losses were found to be important during 
the growth of the fusion boundary. This boundary is nearly 
hemispheric, indicating approximately one-dimensional radial 
symmetry of the heat transfer in the hemispheric samples 
used. Also, Landram found convective heat transfer to be 
significant in the weld pool. 

Recently Katz and Rubinsky have developed a "front track
ing" finite element method for the study of the inverse one-
dimensional conduction heat transfer problem with phase 
change [30]. Since that study serves as the foundation of this 
work it will be described here briefly. A finite element method 
was used to obtain the transient position of the solid-liquid in
terface and the transient temperature distribution in the solid 
region of the work piece during stationary arc welding. In that 
work it was assumed that the heat source is located at the 

origin, that the weld pool is axisymmetric and has a 
hemispherical shape. Under these conditions the problem 
becomes one dimensional. The method uses the temperature 
data from two thermocouples imbedded in the solid region at 
different distances from the origin. The thermocouple closer 
to the origin is referred to as the "internal" thermocouple 
while the thermocouple farther away from the origin is re
ferred to as the "external" thermocouple. During each time 
step the position of the solid-liquid interface was guessed, the 
temperature profile between the solid-liquid interface and the 
external thermocouple was calculated using the finite element 
method and the calculated temperature at a location cor
responding to that of the internal thermocouple was compared 
to the real value. An iterative process was used to readjust the 
location of the solid-liquid interface until the difference be
tween the measured temperature and the calculated 
temperature at the internal thermocouple location was 
minimized. The predictions of the inverse method were com
pared to closed-form solutions for one-dimensional phase 
transformation processes. The major purpose of that work 
was to determine the accuracy of the inverse method and the 
sensitivity of the results to: (a) the location of the "internal" 
thermocouple; (b) the location of the "external" thermocou
ple; and (c) experimental errors in data. It was found that the 
results are very sensitive to the location of the internal ther
mocouple. Extensive numerical experiments have shown that 
for optimal results the distance of the "internal" thermocou
ple from the origin xx must be correlated to the time step At 
through a Fourier number of the form Fo = as*At/x^ such 
that for an optimal result Fo = 0.07. The results have also 
shown that the inverse method was insensitive to the location 
of the "external" thermocouple and could tolerate an ac
curacy of 1 percent in the experimental data. The criteria 
established in [30] concerning the location of the ther
mocouples and their accuracy were implemented in this work. 

Inverse methods for the study of multidimensional prob
lems with phase change have not been reported in the open 
literature. The purpose of this work is to describe an inverse 
finite element method for the analysis of two-dimensional sta
tionary arc welding processes. This method can be used to 
predict the position of the solid-liquid interface as a function 
of time, the heat flux on the interface, and the transient 
temperature profile in the solid region during the stationary 
arc welding process from discrete temperature measurements 
in the solid region of the welded workpiece. The significance 
of this numerical technique is that it can be coupled with ex
perimentation to allow for greater control and understanding 
of the heat transfer in phase change problems of relevance to 
weld analysis and that it does not require a solution in the liq
uid region to predict the position of the change of phase 
interface. 

Nomenclature 

c = heat capacity 
C = heat capacity matrix 
D = vector of interior thermocouple 

data 
/ = distance between origin of 

coordinates to the node on the 
solid-liquid interface 

f = vector of distance from origin 
to the node at the interface 

F = vector of nodal temperatures 
calculated at interior ther
mocouple locations 

h = interpolation function used in 
the finite element formulation 

H = interpolation matrix 

J = 
k = 
K = 
Q = 

r = 
r = 

T0 = 
T, = 
Te = 
T = 
y = 
y = 
€ = 

Jacobian matrix 
thermal conductivity 
heat conduction matrix 
vector of heat input per unit 
area 
radial coordinate 
vector of radial coordinates 
initial temperature 
interior thermocouple data 
exterior thermocouple data 
vector of nodal temperature 
axial coordinate 
vector of axial coordinate 
convergence tolerance 

6 
P 

= angle 
= density 

Subscripts 

/. * = index of nodes 

Superscripts 

t 
At 
T 

- 1 
i 

k 

= time derivative 
= time / 
= time step 
= transpose of matrix 
= inverse of matrix 
= iteration step index 
= time-step index 
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Fig. 1 Schematic of the weld pool and thermocouple location 

Analysis 

An inverse finite element technique will be described for the 
analysis of stationary arc welding processes. Figure 1 il
lustrates a typical two-dimensional axisymmetric weld pool. 
Embedded thermocouples used in the inverse analysis are also 
shown in the figure. The thermocouples are classified as either 
"exterior" or "interior," according to their role in the 
analysis. A homogeneous isotropic medium with temperature-
dependent thermal properties is considered. 

Because of the physical process occurring during stationary 
arc welding the problem will be separated into two time 
periods of analysis, nonmelting and melting. 

In the first time domain the workpiece is heated, no melting 
occurs, and the inverse finite element technique is used to 
determine the temperature distribution in the solid region and 
the heat flux on the outer surface under the arc. The second 
time period starts when the outer surface temperature under 
the arc reaches the phase change temperature. During the 
second time period the domain consists of a solid region and a 
liquid region separated by a solid-liquid interface whose loca
tion changes in time. In the second time period the inverse 
method is used to determine the transient temperature 
distribution in the solid region, the transient position of the 
solid-liquid interface and the heat flux across the solid-liquid 
interface. The inverse analysis in both time domains requires 
the solution of the energy equation only in the solid region. 
This is an advantage of the inverse method for this allows the 
determination of the transient solid-liquid interface location 
without the need to assume heat transfer modes in the molten 
liquid region. 

The energy equation to be solved in the solid region is given 
below 

pc 
dl _ 1 d / dl\ d / dl\ 

lH~~~dr\r~~dr)+~dy\ ~dy) 
(1) 

dy V dy 
The solution must satisfy known initial conditions 

T(r,y,0)=T0(r,y) (2) 
The solution of equation (1) must also agree with the 
temperature measured by the thermocouples embedded in the 
solid region 

T(rhyh t) = Ti(t),i=l,n 

T(re, ye, t) = Te(t), e = l , m 

where the subscript ; represents internal thermocouple data 
and e represents external thermocouple data. 

Equation (1) can be solved using a standard finite element 
procedure [31], where the geometric domain and the attendant 
temperature are divided into isoparametric elements with a 
variable number of nodes such that 

(3) 

j / = H.y C = H T T = H . T (4) 

H is the interpolation matrix and y, r, and T are vectors of 
nodal point coordinates and nodal point temperatures. The 
finite-element formulation is then given by [31] 

O t + K.T = Q (5) 

where T is the time derivative of the nodal temperature vector 
and Q is the heat flux vector on the nodes. 

Typical expressions for the matrices in equation (5) are 

C = 

K = 

51 (m) 

('«) 

H(m)7'pcH<m)/-cL4 

B('")^B(""/-cL4 

(6) 

(7) 

where the summation is over all the elements, H ( m ) is the local 
interpolation matrix for each element, and B('"> defines the 
temperature gradient within each element as a function of 
nodal values. Using'an Euler backward integration scheme for 
the time derivative in equation (5) yields 

G ' .T ' = Q' + C'-T'-A ' (8) 

where G' = K' • At + 0 and Q' = Q' • At. 
Equation (8), which is a standard finite element formulation 

for the heat conduction transfer equation, will be used in this 
analysis. In addition to initial conditions, boundary condi
tions are required for the solution of equation (8). 

The temperature data measured by the exterior ther
mocouples shown in Fig. 1 can provide appropriate boundary 
conditions on a surface passing through the thermocouples. In 
the finite element formulation temperatures are expressed in 
terms of nodal temperature values connected by predeter
mined interpolation functions, i.e., equation (4). In this work 
the exterior thermocouple temperature data are used for the 
nodal value of temperatures and the temperature between the 
exterior thermocouples is determined using interpolation func
tions compatible with the finite element formulation equation 
(4) 

on the boundary: T=He-Te (9) 

where Tc are nodal temperatures on the boundary corre
sponding to the exterior thermocouple location and He is the 
interpolation function vector on that boundary. Equation (9) 
was used as a boundary condition to equation (8) during both 
the nonmelting and the melting time periods. 

During the nonmelting time period, boundary conditions on 
the top surface facing the arc are also required to solve equa
tion (8). Since these conditions describing the arc heat flux 
distribution are usually not available, a special procedure, 
based on the Newton-Raphson method, and the interior ther
mocouple data are used in this work to simultaneously deter
mine the temperature distributions in the solid domain and the 
heat flux distribution on the top surface. In this procedure the 
top surface heat flux is expressed in terms of nodal heat flux 
values and interpolation functions as 

e=2X*Gm=H.Q* (10) 

where Q„, is the nodal value of the heat flux, hm is the finite 
element interpolation function on the outer surface of the do
main, and m indicates the number of interpolation segments 
and nodal heat fluxes. 

During each time step k, an initial guess is made for the 
nodal heat flux vector Q* in equation (10). The temperature 
distribution is evaluated in the solid domain using this bound
ary condition for the solution of equation (8). Then the 
temperature calculated at nodal points corresponding to the 
location of the internal thermocouples (denoted by the vector 
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F) are compared to the temperatures measured experimentally 
by these thermocouples (denoted by the vector D). Finally, a 
Newton-Raphson procedure is used to modify the nodal 
values of the heat flux vector Q* to minimize the difference 
between vector F and D using the updating formula 

( Q * ) ' + , = ( Q * ) ' - ( ( J - ' ) * ) ' ( ( ( F ) * ) ' - D ) (11) 

where the superscript k stands for time step and / for iteration. 
The Jacobian J at timestep k and iteration / is given by 

or in a numerical form 

dQj 

(WV-KF,)*)'-1 

({Qj)ky-((Qj)kY 
(13) 

The new heat flux vector (Qk)'+l is used to determine the 
temperature distribution in the solid domain and the iterative 
procedure is continued until the least square mean error, i.e., 
the square root of the sum of all the differences between the 
calculated and measured temperature data at the interior ther
mocouple location, converges to a predetermined tolerance 

r " i 
E( f rA) 1 

L ; = i J 
< 6 (14) 

This procedure is continued in time until the outer surface 
temperature under the arc reaches the phase transition value. 
This starts the analysis of the second time period, the melting 
process. 

The purpose of the analysis in the second time period is to 
determine the temperature distribution in the solid region and 
the transient position of the solid-liquid interface. During the 
second time period the boundary conditions on the surfaces 
surrounding the solid domain are known. They include 
temperature boundary conditions at the exterior thermocouple 
location, and the temperature on the solid-liquid interface 
which is the phase transition temperature. It should be em
phasized that this study was undertaken in conjuncture with 
an experimental system that uses feedback control to stabilize 
the arc heat flux to a constant value. Consequently the heat 
flux conditions on the surface facing the arc are assumed to be 
constant in time, the same as those determined during the first 
time period. However, the extent of the solid domain is 
unknown. Therefore a procedure similar to that used in deter
mining the top surface heat flux during the first time period is 
developed to determine the transient position of the solid-liq
uid interface as a function of time. Because of the nature of 
the stationary arc welding process and the anticipated 
hemispherical axisymmetric shape of the solid-liquid inter
face, the position of the interface is defined in this work in 
terms of the radial distance rk between the origin under the arc 
and the interface at a predetermined angle 6k measured in a 
plane that passes through the central axis of the axisymmetric 
weld pool. The radial distance of the interface as a function of 
angle can be expressed by 

r(e)=T/hi{dk)fi = H(6k).f (15) 

where/,- is the distance from the origin to specific nodes on the 
solid-liquid interface while hi(6k) are typical finite element 
interpolation functions dependent on the angle 6k between 
nodes, and / is the number of nodes on the interface. Follow
ing is a description of the procedure used to determine the 
position of the solid-liquid interface and the temperature 
distribution in the solid region. First a finite element mesh is 
generated based on the nodal points on the solid-liquid inter
face given by equation (15). The nodal distance vector f in 
equation (15) is determined using a Newton-Raphson inter

polation technique. During each time step k, an initial guess is 
made for the interface nodal distance vector f*. A mesh is 
generated, and the temperature distribution in the solid region 
is determined using equation (8) and the known boundary con
ditions. The temperature calculated at nodal points corre
sponding to the location of internal thermocouples (denoted 
by the vector F) is then compared to the temperatures 
measured experimentally (D). The Newton-Raphson method 
is used to update the nodal vector f to minimize the difference 
between vectors F and D using the updating formula. 

( f*) ' ' + 1 =((f )*) ' - ( ( / - ' ) * ) ' ( ( ( F ) * ) ' - D ) (16) 

where the superscript k stands for the time step and / for the 
iteration number. The Jacobian is given by 

(W,y)*)' = 

or in a numerical form 
((f) ) ' 

{(j,j)ky 
( ( W - t (*;•)*)' 

(17) 

(18) 

A new mesh is generated for the updated location of the 
solid-liquid interface and the iterative process continued dur
ing each time step until the difference between the measured 
and calculated temperature at the internal thermocouple loca
tion is minimized in a least square mean sense as given by 
equation (14). The solution provides the temperature distribu
tion in the solid region and the solid-liquid interface location 
during each time step, while following the solid-liquid inter
face location in time from the onset of the melting process. 

Results and Discussion—Numerical Experiments 

The inverse finite element procedure described above was 
implemented on a VAX 780. The program has the ability to 
handle arbitrary numbers of internal and external ther
mocouples. In this section, however, we will discuss only 
numerical and experimental results in which three internal and 
three external thermocouples were used. This choice is 
motivated by the practical physical limitations on the number 
of thermocouples that can be embedded in a workpiece and 
the desire to present and discuss a computer code that can be 
used in experiments. The location of the internal ther
mocouples in this work was determined using the criteria 
established in [30] in terms of a typical Fourier number. Those 
criteria were given in the introduction. Satisfying the criteria 
results in optimal results for the position of the solid-liquid in
terface as a function of time and for the temperature distribu
tion in the solid region. The meshing procedure during the 
first and second time period are automated. In the first time 
period the meshing procedure is based on the location of the 
exterior and interior thermocouples. During the second time 
period, the melting period, the mesh is automatically updated 
during each time step and is based on the location of the inter
face nodes and that of the interior and exterior ther
mocouples. The automatic mesh subroutine has the ability to 
change the number of elements during melting to minimize 
distortion of elements. Four-node and seven-node elements 
were used in the analysis. 

The inverse finite element computer code was verified 
through comparison with results obtained from a direct code 
for the simulation of stationary arc welding processes and by 
comparison with experimental results. 

Stationary arc welding on 1/4 in. thick stainless steel 304 
plate was simulated using TOPAZ [32], a computer code 
developed at Lawrence Livermore Laboratory for the general 
solution of conduction heat transfer problems (Table 1). The 
direct code provides the transient temperature distributions in 
the workpiece and the transient position of the solid-liquid in
terface assuming a conduction heat transfer mechanism in the 
liquid region. 
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Table 1 Thermal properties of AISI 304 stainless steel as a 
function of temperature 

# ! (3.93,0) mm 

Temperature 
T, K 

273.151 
400. 
600. 

1100. 
1500. 
1670. 
1727. 
2000. 

Thermal conductivity 
k, W/m K 

14.3 
16.6 
19.8 
26.7 
31.7 
33.3 
28.8 
31.5 

Heat capacity 
c, J/kgK 

460. 
515. 
556. 
623. 
682. 
707. 
812. 
812. 

Density =7900 kg/m3; 
temperature: 

assumed isotherm for the phase transition 
1400°C. 
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Fig. 2 Temperature distribution and finite element mesh used in the 
direct simulation of a stationary arc welding process 

0 2 4 6 8 

Time (sec) 
Fig. 3 Discrete temperature data from the direct code used to simulate 
internal and external thermocouple measurements 

Typical results of the direct code at two seconds after the 
onset of the welding process are shown in Fig. 2. Isotherms are 
shown in the figure superimposed over a typical finite element 
mesh. To verify the inverse finite element code, numerical ex
periments were performed in which the temperature history 

'4(6.05,0) 

#5 (2.92,6.35) 

Fig. 4 Finite element mesh during the nonmelting time period of 
analysis and the position of the internal and external thermocouples 

Fig. 5 Finite element mesh and position of the solid-liquid interface, 7 
s after the onset of the welding process 

obtained from the direct code at discrete points in the solid 
region was used as input to simulate internal and external ther
mocouple data in the inverse code. The position of the 
solid-liquid interface was calculated as a function of time 
from the transient temperature data using the inverse code and 
compared to that obtained from the direct code. Excellent 
agreement was found. Figures 3 to 6 illustrate the numerical 
experiment results. Figure 3 shows the inverse code input ex
cerpted from the direct simulation results mentioned above. 
The temperature curves 1 to 3 were used as the internal ther
mocouple reading while the temperature curves 4 to 6 were 
used as the external thermocouple data. The location ofthe in
ternal thermocouples was chosen according to the criteria 
given in [30]. We also found through numerical experiments 
that the results were insensitive to the location of the exterior 
thermocouples. This is also consistent with the observations 
made in [30]. The finite element mesh used during the first 
time period and the nodes simulating the thermocouple posi
tion and used for the automatic mesh generation are shown in 
Fig. 4. Figure 4 indicates that although there are only three ex-
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INTERNAL TEMPERATURE MEASUREMENTS ARE EEDED
FOR INPUT INTO THE INVERSE CODE
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Fig. 8 Cross section of a 5 s GTA weld shOWing the location of the
embedded thermocouples

432
r axis (mm)

Fig. 6 Position of nodes on the solid-liquid interface as a function of
time calculated using the Inverse finite element method in comparison
to results obtained by the direct method
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Fig. 7 Schematic diagram of the experimental setup

terior thermocouples there are many more nodes on the ex
terior boundaries. To implement equation (9) a linear
temperature distribution was assumed between thermocouples
4 and 5 and between thermocouples 5 and 6. The temperature
at each of the exterior nodes was calculated during the
automated mesh generation procedure based on the location
of the exterior nodes and the assumed temperature profile.
The positions of the solid-liquid interface as well as the mesh
at 7 s following the onset of the welding process are shown in
Fig. 5. Note that the mesh bounded by the external and inter
nal node thermocouples is not changed when compared to the
first time period (Fig. 4). The number of elements in the region
bounded by the solid-liquid interface and the interior ther-

mocouples has changed, however, to automatically minimize
the distortion of the elements. In this example seven nodal
points were set on the solid-liquid interface and their distance
from the origin rk was determined using equations (15) to (18).
The transient position of the solid-liquid interface (the
1400°C isotherm) obtained using the inverse code is compared
in Fig. 6 with the position given with the direct code. The good
agreement is evident.

Welding experiments were performed with a stationary Gas
Tungsten Arc welding system. The experimental results were
compared with predictions made using the inverse finite ele
ment method. A HOBART CYBERTIG welding system was
used with a 1/8 in. diameter thoriated tungsten electrode. The
welding system is operated by a feedback stabilized power sup
ply (135A, 15V) and typical welding processes of 3 s to 7 s arc
on time were performed. The workpiece was 3 in. diameter,
0.25 in. thick, 304 stainless steel plate. The experimental setup
is shown schematically in Fig. 7. Type R thermocouples were
embedded and percussion welded in the workpiece as shown in
the figure. The exact location of the thermocouple in terms of
x, y coordinates, in millimeters, is given in the brackets next to
the thermocouple number. The location of the interior ther
mocouples was chosen to correspond to the criteria established
in [30]. A cross section of a 5 s GTA weld showing the location
of some embedded thermocouples and the final shape of the

Time <seC>

Fig. 9 Temperature history at different thermocouple locations#4(3.8.0)

111(2.0,0.9)

.#2 (2.6, 2.1)

.#3(0.8,3.0)

6<0,6.35)#5 (3.8,6.35)

Final solid/liquid
interface location
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Fig. 10 Temperature isotherm in the workpiece and position of the 
solid-liquid interface 2 s after the onset of the welding process 

molten region is presented in Fig. 8. Temperature data at six 
locations were used wtih the inverse finite element code to 
determine the temperature distributions in the solid region as 
well as the transient position of the solid-liquid interface. To 
verify the accuracy of the inverse finite element code, the 
temperature measured by a different thermocouple (#1 in Fig. 
7), not used with the inverse code, was compared to the 
temperature history calculated using the inverse code at that 
thermocouple location. The thermocouple data measured dur
ing an experiment in which the arc power was set to be 2025W 
are given in Fig. 9. Based on this temperature information, a 
time step of 0.25 s, and a finite element mesh similar to that in 
Fig. 5, an inverse code calculation was performed. As can be 
seen from Fig. 8, the calculated temperature matches the 
measurements at the number 1 thermocouple location. This 
agreement between the experimental data and the analytical 
results indicates the possibility of employing the inverse code 
to analyze welding processes. Typical temperature isotherms 
in the workpiece and the position of the solid-liquid interface 
at 2 s after the onset of welding are shown in Fig. 10. It is evi
dent that during this welding process the weld pool shape is 
not radially symmetric. The width of the weld pool is larger 
than its depth. This kind of weld pool shape is commonly 
observed during welding and is usually attributed to capillary-
driven fluid motion and the arc energy distribution. 

Figure 11 is presented to illustrate the potential use of the in
verse code. Shown in Fig. 11 is the percentage of the total 
energy generated by the welding device which goes into 
melting of the material and that is transferred by conduction 
into the workpiece. As can be seen, this percentage was rather 
constant at about 45 percent. In addition, the analysis showed 
that less than 5 percent of the total energy was used for 
melting of the material. Thus, it can be concluded that about 
40 percent of the welding energy is lost by conduction in the 
workpiece. This result implies the importance of the conduc
tion heat transfer mechanism in the workpiece during the 
welding process. 

Conclusions 

An inverse finite element method was developed for the 
analysis of two-dimensional stationary arc welding process. 
The method uses discrete temperature data from ther
mocouples embedded in the solid region of the workpiece to 
determine the transient position of the solid-liquid interface 
and the temperature distribution in the solid region of the 

Time (sec) 

Fig. 11 Fraction of arc energy which goes into melting and transferred 
conduction as a function of time 

workpiece. The applicability of the inverse finite element 
numerical code was demonstrated through comparison with 
results obtained through direct numerical simulation of the 
welding process and comparison with experimental data. 

The significance of this numerical technique is that it can be 
coupled with experimentation to allow greater understanding 
of the thermophysical phenomena involved in the welding pro
cess. Another potential use of the inverse code is as a part of 
the experimental methodology to benchmark the direct 
simulation models of the welding process. 

Acknowledgments 

This research was supported by Lawrence Livermore Na
tional Laboratory grant No. 5250405. The authors gratefully 
acknowledge the help by Dr. A. B. Shapiro from the Lawrence 
Livermore National Laboratory who provided for us his direct 
finite element analysis results on welding processes derived us
ing the TOPAZ code. 

References 
1 Andersson, B., and Karisson, L., "Thermal Stresses in Large Butted-

Welded Plates," J. of Thermal Stresses, Vol. 4, 1981, pp. 491-500. 
2 Friedman, E., "Thermomechanical Analysis of the Welding Process Us

ing the Finite Element Method," ASME / . Press. Vessel Tech., Vol. 97, 1975, 
pp. 206-213. 

3 Ashby, M. F., and Easterling, K. E., "A First Report on Diagrams for 
Grain Growth in Welds," Act. J. Metallurgy, Vol. 130, 1982, pp. 1969-1978. 

4 Zanner, F. J., Nippes, E. F., and Savage, W. F., "Determination of GTA 
Weld-Puddle Configurations by Impulse Decanting," Welding J., Vol. 57, 
1978, pp. 2015-2021. 

5 Glickstein, S. S., Friedman, E., and Yeniscavich, W., "Investigation of 
Alloy Gas Welding Parameters," Welding J., Vol. 54, 1975, pp. 113s-122s. 

6 Giedt, W. H., Wei, X. C , and Wei, S. R., "Effect of Surface Convection 
on Stationary GTA Weld Zone Temperatures," Welding J., Vol. 63, 1984, pp. 
376s-383s. 

7 Friedman, E., and Glickstein, S. S., "An Investigation of the Thermal 
Response of Stationary Gas Tungsten Arc Welds," Welding J., Vol. 55, 1976, 
pp. 408s-420s. 

8 Shercliff, J. A., "Fluid Motions Due to an Electric Current Source," J. 
Fluid Mechanics, Vol. 40, 1970, pp. 241-250. 

9 Andrews, J. G., and Craine, R. E., "Fluid Flow in a Hemisphere Induced 
by a Distributed Source of Current," / . Fluid Mechanics, Vol. 84, 1978, pp. 
284-290. 

740/Vol. 108, NOVEMBER 1986 Transactions of the ASME 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



10 Orepar, G. M., and Szekely, J., "Heat and Flow Phenomena in Weld 
Pools," / . Fluid Mechanics, Vol. 147, 1984, pp. 53-79. 

11 Yokoya, S., Asako, Y., and Matsunawa, A., "Surface Tension Driven 
Flow in Semicylindrical Basin," Trans, of Japan Welding Society, Vol. 14, No. 
2, 1983, pp. 135-142. 

i2 Kou, S., and Sun, D. K., "Fluid Flow and Weld Penetration in Stationary 
Arc Welds," Metallurgical Trans., Vol. 16A, 1985, pp. 203-213. 

13 Okendon, J. R., and Hodgkins, W. R., Moving Boundary Problems in 
Heat Flow and Diffusion, Clarendon, Oxford, 1977. 

14 Wilson, D. G., Solomon, A. D., and Boggs, P. T., Moving Boundary 
Problems, Academic Press, New York, 1978. 

15 Lunardini, V. J., Heat Transfer in Cold Climates, Van Nostrand 
Reinhold, New York, 1981. 

16 Stolz, G., Jr., "Numerical Solutions to an Inverse Problem of Heat Con
duction for Simple Shapes," ASME JOURNAL OF HEAT TRANSFER, Vol. 82, 
1960, p. 20. 

17 Beck, J. V., "Surface Heat Flux Determination Using an Integral 
Method," Nucl. Eng. Des., Vol. 1, 1968, pp. 170-178. 

18 Burggraf, D. R., "An Exact Solution of the Inverse Problem in Heat Con
duction Theory and Applications," ASME JOURNAL OF HEAT TRANSFER, Vol. 
86, 1964, pp. 373-382. 

19 Beck, J. V., "Nonlinear Estimation Applied to the Nonlinear Inverse 
Heat Conduction Problem," Int. J. Heat Mass Transfer, Vol. 13, 1970, pp. 
703-716. 

20 Mehta, R. C , "Extension of the Solution of Inverse Combustion 
Problem," Int. J. Heat Mass Transfer, Vol. 22, 1979, pp. 1149-1150. 

21 Weber, C. F., "Analysis and Solution of the Ill-Posed Inverse Heat Con
duction Problem," Int. J. Heat Mass Transfer, Vol. 24, 1981, pp. 1783-1792. 

22 Imber, M., "Temperature Extrapolation Mechanism for Two-
Dimensional Heat Flow," AIAA J., Vol. 12, No. 8, 1974, pp. 1089-1093. 

23 Imber, M., "Two-Dimensional Inverse Conduction Problem—Further 
Observations," AIAA J., Vol. 13, No. 1, 1975, pp. 114-115. 

24 Blackwell, B. F., "Some Comments on Beck's Solution of the Inverse 
Problem of Heat Conduction Through the Use of Duhamel's Theorem," Int. J. 
Heat Mass Transfer, Vol. 26, 1983, pp. 302-305. 

25 Krutz, G. W., Schoenhals, R. J., and Hore, P. S., "Application of the 
Finite Element Method to the Inverse Heat Conduction Problem," Numerical 
Heat Transfer, Vol. 1, 1978, pp. 489-498. 

26 Bass, B. R., Drake, J. B., and Ott, L. J., "ORMDIN: A Finite Element 
Program for Two-Dimensional Nonlinear Inverse Heat Conduction Analysis," 
Oak Ridge National Laboratory, NUREG/CR-1709, 1980. 

27 Macqueene, J. W., Akau, R. L., Kratz, G. W., and Schoenals, R. J., 
"Numerical Methods and Measurements Related to Welding Processes," 
presented at the 2nd International Conf. on Numerical Methods in Thermal 
Problems, Venice, Italy, 1981. 

28 Rubinsky, R., and Shitzer, A., "Analytic Solutions to the Heat Equation 
Involving a Moving Boundary With Applications to the Change of Phase 
Problem (the Inverse Stefan Problem)," ASME JOURNAL OF HEAT TRANSFER, 
Vol. 101, 1978, pp. 300-304. 

29 Landram, C. S., "Measurement of Fusion Boundary Energy Transport 
During Arc Welding," ASME JOURNAL OF HEAT TRANSFER, Vol. 105, 1983, pp. 
550-554. 

30 Katz, M. A., and Rubinsky, B., "An Inverse Finite Element Technique to 
Determine the Change of Phase Interface Location in One-Dimensional Melting 
Problems," Numerical Heat Transfer, Vol. 7, 1984, pp. 269-283. 

31 Baker, E. B., Carey, G. F., and Oden, J. T., Finite Elements, Vol. I, 
Prentice Hall Inc., Englewood Cliffs, NJ, 1981. 

32 Shapiro, A. B., "TOPAZ—A Finite Element Heat Conduction Code for 
Analyzing 2-D Solids," Method Development Group, Mechanical Engineering 
Department, Lawrence Livermore National Laboratory, 1986. 

If you are planning 
To Move, Please 
Notify The 

ASME-Order Dep't 
22 Law Drive 
P.O. Box 2300 
Fairfield, NJ 07007-2300 

Don't Wait! 
Don't Miss An Issue 
Allow Ample Time To 
Effect Change. 

Change of Address Form for (he Journal of Heat Transfer 

Present Address—Affix Label or Copy Information from Label 

Print New Address Below 

Name 
Attention. 
Address _ 
City . State or Country . .Zip, 

Journal of Heat Transfer NOVEMBER 1986, Vol. 108/741 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



M. A. Paolino1 

Professor. 
Mem.ASME 

R. B. Kinney2 

Visiting Professor. 
Mem.ASME 

E. A. Cerutti 
Assistant Professor 

Mem.ASME 

Department of Mechanics, 
U.S. Military Academy, 

West Point, NY 10996 

Numerical Analysis of the 
Unsteady Flow and Heat Transfer 
to a Cylinder in Crossflow 
The unsteady, two-dimensional viscous flow of an incompressible, constant-
property fluid flowing over a cylinder is numerically analyzed by integrating the vor-
ticity transport equation and the energy equation. Departing from the usual stream 
function approach, the velocity distribution is obtained from the vorticity distribu
tion by integrating the velocity induction law. Calculations start with the impulsive 
motion of the free stream and a step change in the surface temperature of the 
cylinder. The solution is advanced in time until steady-state conditions are achieved. 
Results are obtained for a Prandtl number ofO. 7 and Reynolds numbers of 3000 and 
70,800. Local and average Nusselt numbers and force coefficients are presented and 
compared to available experimental data. 

Introduction 
A knowledge of the heat transfer between the surface of a 

circular cylinder and a fluid flowing perpendicular to its axis is 
fundamental to many heat transfer applications. Early em
pirical studies have shown the effect of Reynolds number on 
the overall or average Nusselt number. These results are 
presented in many of the fundamental textbooks dealing with 
heat transfer (see, e.g., McAdams [1]). 

Subsequent experimental studies have been concerned with 
obtaining information on the local heat transfer coefficient 
over the surface of the cylinder. Schmidt and Wenner [2] 
reported the first such measurements for air flowing over a 
cylinder with constant wall temperature. The Reynolds 
number covered the range 5000 to 426,000. Giedt [3] later 
reported results for a cylinder in air for Reynolds numbers in 
the range 70,800 to 219,000. A surface heating condition ap
proaching constant wall heat flux was used. In comparing his 
results with those of [2], Giedt [3] found appreciable dif
ferences in the behavior of the local Nusselt number over the 
back side of the cylinder, where separated flow is encountered. 
It was conjectured that these could be due to several causes, 
including: (1) end effects, which destroyed the two dimen
sionality of the flow, (2) the presence of free-stream tur
bulence, and (3) the failure of the stream to behave as though 
it were infinite in extent. Giedt [4] repeated his tests in the 
same wind tunnel with an improved model designed to 
eliminate the end effects. Also, the intensity of the free-stream 
turbulence could be varied. The local pressure coefficients did 
change, indicating that the earlier data should be interpreted 
with caution. Shortly thereafter, Seban [5] used an entirely 
different apparatus to extend the work of Giedt [4] in an at
tempt to clarify the role that free-stream turbulence plays in 
determining the local heat transfer coefficient. The working 
fluid was air, and the surface heating condition approximated 
that of constant wall heat flux. 

All of these experimental studies reveal that the local heat 
transfer coefficients are very sensitive to the physical nature of 
the viscous flow field. Therefore, it is very desirable to obtain 
fundamental results for the local heat transfer coefficient 
under conditions for which extraneous flow effects can be 
eliminated. This is possible in principle through the use of 
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numerical predictions. Indeed, the results of studies are now 
appearing in the literature which address this issue. Jain and 
Goel [6] give numerical results for Reynolds numbers equal to 
100 and 200. The agreement with available data is good. 
Chang et al. [7] used numerical predictions to assess the effects 
of variable viscosity on the steady-state distribution of the 
local Nusselt number. Results are presented for air and 
variable viscosity liquids for Reynolds numbers in the range 1 
to 50. 

It appears that numerical predictions for the heat transfer 
characteristics of cylinders in cross flow can be of significant 
practical importance, and there is a need to obtain results at 
substantially higher Reynolds numbers. It is known that at 
even moderate Reynolds numbers, useful predictions can only 
be obtained with careful numerical modeling. To this end, 
Kinney and co-workers (see, e.g. [8-10]) have developed a 
general approach for calculating the unsteady two-
dimensional and incompressible flow past cylindrical bodies. 
The advantage of this approach is that it is well suited to 
modeling an unconfined flow since it is not based on the 
stream function, and therefore values for this quantity need 
not be specified on the boundaries of the computational do
main surrounding the body. As pointed out by Fornberg [11], 
the enforcement of proper far-field boundary conditions for 
the stream function is needed if accurate flow predictions are 
to be obtained even near the body. 

In the present work, results are obtained for the local and 
average Nusselt number for heat transfer to a circular cylinder 
in unconfined crossflow. The working fluid has a Prandtl 
number equal to 0.7. The method for predicting the flow field 
is taken from [10]. The velocity and temperature fields 
develop simultaneously with time from an initial state, which 
corresponds to a cylinder at rest in a motionless fluid. At time 
t=0, the fluid is moved impulsively, and the surface of the 
cylinder is subjected to a step change in temperature. The wall 
temperature is held fixed thereafter, as is the velocity of the 
fluid. The objective of this study is to obtain numerical results 
for the heat transfer at Reynolds numbers which are one to 
two orders of magnitude greater than those used in previous 
studies, and for which some experimental measurements exist. 
Particular attention is given to the variation of the local 
Nusselt number over the surface of the cylinder in light of the 
behavior of the predicted pressure and wall shear-stress 
distributions. 

Analysis 

A polar coordinate system is adopted with its origin at the 
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center of the cylinder. All the flow variables are rendered 
dimensionless with the undisturbed free-stream velocity of the 
fluid £/„, the cylinder diameter D, and the fluid kinematic 
viscosity v. The temperature is measured relative to the free-
stream value and it is normalized by the difference between the 
surface and free-stream temperatures. 

The energy equation is given by 

dT 

IF 
1 d , ^ 1 d 

— — (rvrT) + — 
r dr r dd 

(veT) 

1 

Re„Pr 

r 1 d / dT\ 1 d2Tl 

IV 17V dr ) + ~rT 3d2 J (1) 

where effects of viscous dissipation and variable fluid proper
ties have been neglected. The temperature is unity on the sur
face of the cylinder and zero far from it. 

The velocity field is governed by the integral relationship in
volving the free vorticity of the fluid and the bound vorticity 
of the cylinder surface. This is in accordance with the method 
outlined in [10], which will be described here only briefly. 

Consider a free vortex element of strength o30dA0 to be 
located at point 0 in the fluid, and a bound vortex element of 
strength ysdls to be located at point s on the surface of the 
cylinder. The elemental velocity induced at any point/? in the 
fluid is given by 

dVP = 
1 

2TT V 
/m 0 k xr, Op 

r2 
r0p 

dAn + 
Y s k x , \ „ 

dl. (2) 

where the onset flow velocity has been taken to be - i . The 
terms in parentheses in equation (2) represent the velocity in
duction law. The variables have been made dimensionless us
ing the free-stream velocity and the cylinder diameter. Also, k 
is the unit vector perpendicular to the plane of flow, and r0p 

and rsp are vectors directed from points 0 and s to p, 
respectively. 

In practice, the velocity in the direction of the polar angle 6 
is obtained from equation (2). This can be expressed by 

1 
ve(p) -- sin dp + 

2TT [IK- r0,dp, 60)w0dA0 

where 

+ ^K(rp, r„ 6p, 8s)ysdlsj 

rp-r0 cos (60-dp) 
K(rp, rQ,6p, 6g) 

r2
p + rl- 2r0rp cos (0O - 6p) 

(3) 

(4) 

The velocity in the radial direction is obtained from the con
tinuity equation, given as follows 

1 d 1 
(rvr) + 

r 

d 
(t>,) = 0 (5) 

r dr 

once the distribution of ve has been determined. 
The free vorticity of the fluid is governed by the usual 

transport equation, which is 

du 1 d I d 
(y„co) dt - + -

d 1 
•-—(rorco) + 

dr r 36 

1 M d / da \ I d2u 1 

LV1J7V ~dVJ + ~r2 dd2 J ReD L r dr V dr J r2 dd2 J ( 6 ) 

The bound vorticity of the cylinder is governed by an integral 
equation which ensures that the zero penetration condition im
posed on the fluid is satisfied at every point on the cylinder 
surface. That equation is 

1 f2* 
yq~^\o 'y^s = 2[u„(.q) + smeq] (7) 

where q is any given point on the cylinder surface, and s is any 
other point. 

The nonhomogeneous term of the right-hand side is due to 
the velocity of the onset flow and the tangential velocity induc
ed by the free vorticity at the cylinder surface. This latter 
quantity has been represented by the symbol uu. It is given by 

uJq)--=-^-\\K(rQ, r0, dQ, d0)u0dA0 (8) 

The solution to equation (7) is made unique by enforcing the 
condition that the total free vorticity of the outer fluid is zero 
at all times. This also insures that the pressure distribution on 
the cylinder is single valued. 

The presence of bound vorticity on the cylinder surface 
signifies that there is an apparent tangential slip velocity there. 
This must be canceled by the production of free vorticity. 
Therefore, the local value for the bound vorticity y determines 
the local boundary condition to be imposed on the vorticity 
transport equation, equation (6). This boundary condition for 
any point on the surface of the cylinder can be stated as 

1 f + A ' / da>\ 

Refl J/ V dr /r=o.5 

while far from the cylinder, the free vorticity is zero. 
Initially the fluid is at rest. At time t = 0, the fluid moves im

pulsively, and the surfaced temperature of the cylinder is given 

N o m e n c l a t u r e 

A0 = dimensionless area (relative to 
D2) 

= amplification factor to ex
pand the node spacing in the 
computational grid 

= drag/0.5pU„2D = drag coef
ficient per length of cylinder 

= shear/0.5p(7oo
2 = skin friction 

coefficient 
= lift/0.5pC/oo

2Z) = lift coeffi
cient per length of cylinder 

•2p = {P~Po)/0.5pUa
2 = pressure 

coefficient 
D = dimensional cylinder diameter 
h = convective heat transfer 

coefficient 
i = unit vector 

k = thermal conductivity 

AF 

C, 

C 

c, 

k = 

Nu0 = 
n = 
P = 

A, = 

Pr = 
/ • = 

Refl = 
SD = 

T = 

t = • 

unit vector 
dimensionless arc length on 
surface of cylinder (relative to 
D) 
hD/k = Nusselt number 
dimensional frequency 
dimensional pressure 
dimensional pressure at the 
front stagnation point, 5 = 0 
v/et = Prandtl number 
dimensionless radial coor
dinate (relative to D) 
UmD/v = Reynolds number 
nD/U„ = Strouhal number 
dimensionless temperature 
(T= 1 on the cylinder surface, 
T— 0 in the free stream) 
dimensionless time (relative to 
D/U„) 

Ua = d imensional free-stream 
velocity 

uu = dimensionless velocity given 
by equation (8) 

vn v9 = dimensionless fluid velocity 
components in r and 6 direc
tions (relative to U„) 

a = thermal diffusivity 
7 = dimensionless bound vorticity 

on the cylinder surface 
(relative to t/ra) 

6 = angle in cylindrical coor
dinates measured positive in a 
counterclockwise direction 

v = kinematic viscosity 
p = fluid density 
co = dimensionless free vorticity in 

the boundary layer and wake 
(relative to U„/D) 
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ReD 

3000 

70,800 

70,800 
(predictor 
corrector) 
70,800 

Number of 
node points 

80 X 40 

80 X 40 

80 X 40 

80 X 80 

Minimum 
A/-

A/-(l) = 0.0060 

Ar(l) = 0.0013 

Ar(l) = 0.0013 

A/-(l) = 0.0013 

AF 

Ar(l) = Ar(2) = 0.0060 
Nodes 3 through 9 

A/-(/+l) = A/-(0 +0.002 
A/-(10) = 0.0025 
A/-(ll) = 0.0030 

Nodes 12 through 18 
A/-(/+l) = Ar(0 + 0.01 
Nodes 19 through 40 

A/ft) = 0.1 
Nodes 2 through 40 

A/ft+l) = 1.2A/ft) 
Nodes 2 through 40 

A/ft+l)=1.2A/ft) 

Ar(2) = Ar(l) = 0.0013 
Nodes 3 through 80 
A/ft+l)=1.08A/ft) 

A/ 
0.014 

0.012 

0.010 

0.010 

Maximum 
radius 
3.30 

9.25 

9.25 

7.32 

a step change. The free vorticity of the fluid is initially zero, 
and thus ua{q) in equation (7) is also zero immediately follow
ing the impulsive start. The solution for yq from (7) cor
responds to pure potential flow past a cylinder, and obviously 
79 = 2 sin 6q. This distribution, according to equation (9), 
determines the vorticity production at the cylinder surface at 
time t = Q. That is all that is needed to solve for the free vort
icity of the fluid at the end of time step by integrating equation 
(6) over the time increment A?. Similarly, the energy equation 
(1) is integrated forward over the same time increment. The 
boundary conditions is imposed that T= 1 on the surface. 

At any later instance in time, the solution for co is advanced 
forward in time by integrating equation (6), subject to the 
boundary condition (9). Simultaneously, the solution for the 
temperature field is obtained by integrating equation (1). The 
velocity component in the 6 direction is obtained from equa
tion (3), having obtained y from equation (7), and vr is 
evaluated from the continuity equation (5). 

Numerical Calculations 

The numerical integration of equations (1), (5), and (6) is 
accomplished by discretizing the flow field surrounding the 
cylinder into a finite number of control volumes. Each control 
volume has a node point located at its centroid. A typical node 
arrangement is depicted in Fig. 1. The grid spacing varies from 
a fine mesh near the surface of the cylinder, to a coarse mesh 
far from the cylinder. 

This work follows the same control volume approach used 
in earlier studies (see, e.g., [10]) and explained by Anderson et 
al. [12]. The preference for this approach stems from the fact 
that the governing partial differential equations are themselves 
obtained by applying basic conservation principles to in
finitesimal control volumes. The procedure is briefly described 
below. 

The solution is advanced in time by using an explicit techni
que. All variables are represented at the current time level ex
cept in the unsteady term, d( )/dt, where the solution is ad
vanced forward in time. In contrast to [10], two different pro
cedures were used in this study to advance the solution to the 
next time level. They are a first-order Taylor series representa
tion and a second-order predictor-corrector scheme. 

The terms on the right-hand side of equations (6) and (1) 
represent the diffusion of vorticity or energy as a result of gra
dients. With respect to the grid arrangement shown in Fig. 1, 
the diffusion terms are represented using the difference be
tween the dependent variables, vorticity or temperature, at ad
jacent nodes. Thus, for example, the temperature gradient in 
the radial direction (from node /, j to node /, y'+l) is 
represented as (T,-,y- T;_,-+i)/(0.5Ar1 +0.5Ar2). The identical 
procedure is used for representing the gradient in the cir
cumferential direction (between node / - 1, j and node /, J) 

O NODE POINTS FOR y 

U NODE POINTS FOR ' 

O NODE POINTS FOR T AND CO 

Fig. 1 Schematic of a typical node arrangement for numerical 
computations 

which is (Tj_u - Tjj)/(ryAd). This procedure is equivalent to 
central differencing and is second-order accurate. 

The convective transport terms on the left-hand side of 
equations (6) and (1) are numerically more difficult to repre
sent. As shown in Fig. 1, the convective velocities are obtained 
directly at the midpoint of the sides of the control volume sur
rounding each node. This is done by numerically integrating 
equations (3) and (5). Unlike the usual numerical finite-
difference methods, there is no need to peform numerical 
averaging of velocities at adjacent points to obtain convective 
velocities on the boundary of a control volume. This is a 
distinct advantage of the present method. The convective flux 
is computed using the upwind procedure. 

Attempts by the authors to use the higher order Time-Split 
MacCormack Method [12] encountered numerical difficulties, 
and it appears to be unstable for reasonable time steps. These 
will be discussed more fully in the next section. 

The selection of the grid spacing and the time step is a trial 
and error procedure that must be guided by the physics of the 
problem. To obtain information such as force coefficients and 
heat transfer coefficients, it is necessary to place several nodes 
in the region occupied by the boundary layer. For a given 
Reynolds number, an estimate of the steady-state boundary-
layer thickness can be made by examining known boundary-
layer solutions. For example, a solution for flow over a 
cylinder is available in Schlichting [13]. Once the spacing be
tween the cylinder surface and the first circle of nodes around 
the cylinder has been selected, subsequent node spacings are 
obtained by multiplying the Ar grid spacing by an appropriate 
amplification factor (AF). This permits the expansion of the 
grid from a fine mesh at the surface of the cylinder to a coarse 
mesh at the end of the computational grid. The selection of the 
time step At is controlled by the diffusion distance of the vor-
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ticity generated at the surface of the cylinder. That is, if the 
first node is a distance Ar/2 from the surface of the cylinder, 
then At is governed by the equation A?=ReDAr2/10. This 
result is obtained from a one-dimensional diffusion model. 
Experience has shown that a time step selected in this manner 
is close to the limit imposed by stability considerations. 

In the present study, the basic computational region con
tains 80 nodes around the cylinder (i.e., A0 = 2TT/8O), and 
either 40 or 80 nodes in the r direction. To detect any occur
rence of periodic vortex shedding, flow symmetry was not en
forced. The Ar spacing is selected such that no fewer than four 
node points are in the boundary layer in the vicinity of the 
flow separation point. The spatial and time increments are 
summarized in Table 1 and discussed in the next section. 

Throughout the entire flow field, the Q component of veloci
ty vg is obtained by integrating equation (3). The velocity has 
one contribution from the free vorticity and a second con
tribution from the bound vorticity on the surface of the 
cylinder. The numerical integration is performed by treating 
the vorticity as a constant within a grid control volume and 
along a A/ spacing on the surface of the cylinder. At any time 
level, the integral expressions given by equation (3) and 
evaluated over a control volume or surface segment can be 
considered to be a constant vorticity value times an integrand 
which is a function of geometry. The integrated results yield 
geometric coefficients which are fixed for a given grid. They 
were calculated using Gauss quadrature with 40 Gauss points, 
after which they were stored in a data file. For an 80 by 40 
grid, with an additional 80 grid points along the surface of the 
cylinder, there are in excess of ten million geometric coeffi
cients. That is, for each grind point (3280 of them), there are 
3280 geometric coefficients. However, many coefficients are 
the same because of symmetry. Therefore, the number of dif
ferent geometric coefficients sotred in a data file can be re
duced to 1.34 x 105. The evaluation of a single velocity com
ponent in the 8 direction at the surface of a control volume is 
performed by multiplying the appropriate instantaneous 
bound and free vorticity values by the appropriate geometric 
coefficient, and then summing the result of these 3280 
multiplications. This product and summing procedure is 
repeated for each velocity in the flow field. Once the value of 
vg is calculated throughout the flow field, the value of vr is ob
tained from the continuity equation (5). Calculations for vr 

begin at the surface of the cylinder, where vr = 0, and march 
outward. 

To obtain the local values of Nufl and Cft the slope of the 
temperature profile and the slope of the velocity profile must 
be calculated at the surface of the cylinder. The slope is ob
tained by fitting the temperature and velocity distributions to 
a second-order polynomial of the form a + br + cr1. The 
boundary conditions at the surface of the cylinder, T= 1 and 
ve = 0, and the instantaneous distribution in the flow field per
mit the determination of the constants a, b, and c. The instan
taneous average Nusselt number Nufl is obtained by in
tegrating the local Nufl around the surface of the cylinder us
ing the trapezoidal rule. 

As in [10], the distribution for the bound vorticity, 7 
satisfies a Fredholm integral equation (7). For a grid with 80 
points on the surface of the cylinder, enforcement of equation 
(7) results in 80 simultaneous equations for the 80 unknown 
values of 7. For the case of a circular cylinder it is found that a 
particular solution to equation (7) is given by the 
nonhomogeneous term. Therefore, 7 does not have to be 
found by solving simultaneous equations. After a particular 
solution for 7 is evaluated at the 80 specified node points on 
the surface of the cylinder, the general solution is then 
generated and made unique using the procedure as described 
in [10]. 

The dimensionless pressure distribution along the surface of 
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Fig. 2 Local skin friction coefficient at steady state 

the cylinder is obtained by numerically integrating the equa
tion 

dP _ 1 / du \ 
~W~ ReD \dT)r=o.s ( 1 0 ) 

around the surface of the cylinder using the trapezoidal rule. 
As in previous studies (e.g., [10]) the slope of the vorticity 
distribution at the surface of the cylinder is numerically 
represented by the equation 

1 / do) \ 7 
ReD \ dr A=o.5 ~~~Ki ^U ) 

Since the distribution of the bound vorticity y is known, the 
pressure distribution can be calculated. Once the pressure 
distribution and shear stress are known along the surface of 
the cylinder, the lift and drag coefficients are obtained by 
resolving the forces into components parallel and normal to 
the free stream. 

Results and Discussion 

The choice of ReD = 70,800 permits a comparison of the 
numerical results with those obtained by Giedt [3]. When com
paring results, it is necessary to consider the experimental 
methods used to obtain the data. Experimental results are sen
sitive to such factors as free-stream turbulence, wind-tunnel 
blockage, and end effects. The latter are especially important 
when the intention is to represent two-dimensional flow over a 
cylinder. Giedt [4] noted that the addition of end plates on a 
cylinder made a noticeable change in the measured pressure 
distribution. These altered results were obtained in the same 
wind tunnel and with the same cylinder model. Seban [5], us
ing a different test facility and a different size cylinder, 
reported a difference in the measured pressure distribution as 
compared to the findings of Giedt [4]. 

Although experimental procedures are constantly improv
ing, it is difficult for measurements to reveal the fine details of 
flow behavior in region where the flow field separates from a 
body, such as on the back side of a cylinder. While it is possi
ble to represent two-dimensional flow over a cylinder in a 
numerical computational procedure, the results obtained are 
subject to uncertainties resulting from the discretization of the 
flow field and the subsequent numerical representation of the 
governing equations. It is therefore reasonable to expect that 
the experimental and numerical results will agree only 
qualitatively. At the same time, however, the numerical results 
may reveal details of the flow field which cannot be measured 
by experimental techniques. 

The present study is concerned with transient as well as 
steady-state results. It can be appreciated that judgment is re
quired in determining when steady state is achieved. This is 
because the approach to steady state is always asymptotic. For 
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Fig. 3 Comparison of predicted and experimental pressure coefficient 
at steady state 
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Fig. 4 Time variation of the drag coefficient 

purposes of the present study, steady state was assumed to ex
ist when the drag coefficient and average Nusselt were essen
tially unchanging with time. For Re = 3000 and 70,8000, this 
occurred at t= 16.8 and 18.48, respectively. These time values 
are restated on the figures for completeness. 

An understanding of the details of the flow field around a 
cylinder is obtained from an examination of Fig. 2, which 
shows the computed skin friction coefficient at steady-state 
conditions. For Re£, = 70,800, the skin friction coefficient has 
a zero value at 6 equal to 78 deg, 124 deg, 151 deg, and 180 
deg. The first zero value at 78 deg represents the point where 
flow separation occurs. This result is in excellent agreement 
with Giedt's [3] findings, which also show separation occurr
ing at 78 deg. It is also in good agreement with the generally 
accepted value of 82 deg for laminar boundary layers and 
moderate Reynolds numbers. The zero skin friction coeffi
cient at 124 deg represents a stagnation point in the flow. Be
tween the separation point and this stagnation point, there is 
reverse flow over the cylinder. The zero skin friction at 151 
deg represents a second flow separation point. Between 124 
deg and 151 deg, the flow is in a counterclockwise direction 
toward the rear of the cylinder. From the point of separation, 
151 deg, to the rear stagnation point, 180 deg, the flow is again 
in the reversed (clockwise) direction. 

A careful examination of Fig. 2 reveals the same 
phenomena at the lower Reynolds number of 3000. The flow 
separation at 92 deg is apparent. An examination of the 
numerical results shows a stagnation point at 133 deg and a 
second separation point at 142 deg. Although this behavior 
has not been previously reported at ReD as low as 3000, the 
formation of a stagnation point and a second separation point 
is in qualitative agreement with the results of Thoman and 
Szewczyk [14], who reported similar observations at ReD 

greater than 4 x 104. The diminishing of the intensity of > the 
stagnation point flow at ReD = 3000 and the movement of the 

first separation point rearward along the surface of the 
cylinder indicate that at lower ReD, the flow separates on the 
backside of the cylinder, and the flow from the rear stagnation 
point, 180 deg, to the point of separation is a reversed flow. 
This behavior is in agreement with the results of Thoman arid 
Szewczyk [14]. 

For the purpose of comparison, the results for the skin fric
tion coefficient obtained from boundary-layer theory [13] are 
presented in Fig. 2. The boundary-layer result is dependent on 
the pressure distribution, which is based on potential flow 
theory. This pressure distribution is shown in Fig. 3 and is 
known to be incorrect away from the forward stagnation 
point. Thus the flow separation angle of 108 deg is in obvious 
disagreement with the present results obtained for moderate 
ReD. 

Figure 3 shows the pressure coefficient around the cylinder 
at steady-state conditions. For ReZ) = 70,800, the numerical 
results can be compared to the experimental results of Giedt 
[3]. The agreement along the front of the cylinder is good. The 
numerical results obtained in the present work indicate more 
of a pressure recovery on the back of the cylinder than is in
dicated in the experimental results. Giedt [4] reported that the 
pressure distribution shown in Fig. 3 was altered with the addi
tion of end plates to the flow apparatus, but the direction of 
the change was not reported. The pressure coefficient depicted 
in Fig. 3 is consistent with the skin friction results depicted in 
Fig. 2. This can be seen by comparing the first point of separa
tion in Fig. 2, 78 deg, to the point where the pressure coeffi
cient levels off to a constant value in Fig. 3. 

The behavior of the drag coefficient Cd as the flow field 
develops is shown in Fig. 4. The qualitative behavior of Cd is 
the same as observed by Thoman and Szewczyk [14] and 
others. At early times, Cd reaches a minimum value, followed 
by a maximum value, and then it approaches a steady-state 
value. No oscillation in Cd, as a result of vortex shedding, was 
noted. In the present work, oscillation had to be artificially 
started by perturbing the flow field. The magnitude of the per
turbation was not sufficient to cause a fluctuation in the drag 
coefficient. This point will be discussed subsequently. 

For ReD = 3000, at ?=16.8, the value of Cd is 0.84. This 
result is in excellent agreement with accepted experimental 
values. The contribution of the friction drag to the total drag 
is approximately 5 percent. For Re£) = 70,800, at t= 18.48, the 
value of Cd is 0.66. This result is lower than the value of 1.2 
given in Schlichting [13]. At this higher ReD, the contribution 
of the skin friction to the total drag is approximately one per
cent. An examination of the available literature indicates a 
tendency for numerical results to predict lower values of Cd 

than those found experimentally. Deffenbaugh and Marshall 
[15] examined flow over an impulsively started cylinder in the 
high Reynolds number laminar regime (104<Re f l< 105) and 
obtained a value of Crf = 0.9. Chorin [16] utilized numerical 
methods for solving the flow over a cylinder by numerically 
simulating the process of vorticity generation and dispersal. 
At ReD= 10,000, the value of the Cd was 0.87. At 
ReD = 100,000, Q = 0.29. Chorin conjectured that the rough 
representation of the boundary layer triggers a premature 
onset of the drag crisis. Loc [17] used higher order finite-
difference numerical methods to investigate flow over an im
pulsively started cylinder. Although his numerical calculations 
were not carried to the point where the drag coefficient ap
proaches a steady-state value, the results indicate that at 
ReD = 1000, Cd will be much less than the experimental value. 
Fornberg [11] used a numerical finite-difference approach to 
solve for low Reynolds number flow (ReD<300) over a 
cylinder. His value of Cd = 0.722 at Re^, = 300 is considerably 
below the experimental value of Crf= 1.5. 

To assess the effect of discretization error on the results ob
tained for Re^, = 70,800, the calculations were repeated using a 
second-order predictor-corrector scheme with the original 80 
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Fig. 5 Time variation of the average Nusselt number 

by 40 grid, and repeated a second time with the original ex
plicit formulation with an 80 by 80 grid. A summary of the 
radial increments and the corresponding time steps is 
tabulated in Table 1. 

Since the present explicit scheme is only first-order accurate 
in the time integration At, a predictor-corrector scheme, which 
is second-order accurate, At2, was used to integrate the gov
erning equations forward in time. The results obtained are 
shown in Figs. 4 and 5. The agreement between the first-order 
and second-order accurate integration is excellent. This is due 
to the small size of the time step. The second numerical experi
ment was performed by altering the grid to an 80 x 80 node 
arrangement and using the explicit first-order time-integration 
scheme. This node arrangement permitted a finer grid spacing 
to nearly the same maximum radius as achieved for the 80 x 
80 grid. For each case, the size of the first grid spacing at the 
surface of the cylinder, Ar= 0.0013, was not changed. The 
behavior of the drag coefficient, as shown in Fig. 4, was 
changed only slightly. As can be seen, the steady-state drag 
coefficient appears to be lower. The behavior of NuD, shown 
in Fig. 5, was essentially unchanged from that obtained with 
the 80 x 40 grid. A second-order accurate scheme (in both 
time and distance) known as the Time-Split MacCormack 
Method [12], was used to integrate the energy equation, and 
the results will be discussed subsequently. 

The heat transfer results were obtained for a Pr = 0.7. 
Figure 5 shows the transient behavior of the average Nusselt 
number. After the impulsive start of the flow, (Nu£,)avg 

decreases to a minimum value, then increases to a relative 
maximum, and finally decreases asymptotically, approaching 
the steady-state value. For Re o = 3000, the value of 
(NuD)avg = 35 was obtained for t= 16.8. For KeD = 70,800, the 
value of the (Nufl)avg = 150 was obtained for t= 18.48. For 
ReD = 3000, empirical correlations predict (NuB)avg =28. 
McAdams [1] shows experimental results for air flowing nor
mal to a cylinder, and the numerical result obtained in this 
study for ReD = 3000 is well within the scatter of available ex
perimental data. At ReB = 70,800, empirical correlations 
predict that 131 <(NuD)avg < 190. The authors numerically in
tegrated Giedt's local results [3] for ReD = 70,800 around the 
surface of the cylinder and obtained (Nuz,)avg = 181. Again, 
the numerical result obtained in this study for ReD = 70,800 is 
within the scatter of available experimental data. 

To investigate the use of higher order numerical procedures, 
the energy equation was integrated forward in time using the 
Time-Split MacCormack Method [12], which is second-order 
accurate in time and distance. Since the vorticity transport 
equation and the energy equation are uncoupled, the pro
cedure used was to integrate the vorticity transport equation 
using the explicit time method with the upwind differencing 
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Fig. 6 Comparison of predicted and experimental local Nusselt 
number at steady state 

method. The energy equation was then integrated using the 
time-split method and the same time step At. The results ob
tained indicated that the integration of the energy equation 
was unstable. That is, in the transient behavior of the average 
Nusselt number, as shown in Fig. 5, (Nufl)avg reached a 
minimum, but then continued to increase indefinitely. The 
behavior of the local Nu^, around the cylinder was also a 
source of concern. Because the velocity field is essentially sym
metric on the top and bottom of the cylinder, it is expected 
that the temperature field should behave in the same manner. 
However, it was observed that the temperature distribution in 
the flow field lost symmetry starting at the rear stagnation 
point. Several attempts were made to obtain results at reduced 
time steps. The value of At was reduced from 0.012 to 0.004, 
but this did not eliminate the difficulty. There is concern that 
the representation of the convective transport terms by this 
higher-order numerical scheme is not consistent with the 
physical situation in regions of reversed flow. Further at
tempts to reduce the time step were not made since a reduced 
time step requires excessive computer time to reach conditions 
approximating steady state. 

The behavior of the local NuD at steady-state conditions is 
shown in Fig. 6. The data of Giedt [3] and the present 
numerical calculations are in good agreement along the front 
of the cylinder up to the point of separation. The behavior of 
the local Nufl along the back of the cylinder, as obtained in 
the present work, is entirely consistent with the behavior of the 
skin friction coefficient shown in Fig. 2. The local NuB will 
have relative maxima at stagnation points. The behavior at 
0 = 0 deg and 0= 180 deg is thus as expected. For ReB = 3000, a 
stagnation point is present at 0=133, and from Fig. 6, a 
relative maximum can be seen near this location. The same 
observation can be made for Refl = 70,800 at 0 = 124 deg. The 
minimum values in the local NuD occur near the separation 
points. These are at 0 = 92 deg and 142 deg for Re£) = 3000, 
and 6 = 78 deg and 151 deg for ReD = 70,800. This behavior in 
the local Nufl was observed by Giedt [3] at higher ReD 

(> 140,000), but it was not observed at the lower ReD. 
In [3], Giedt reported that the first minimum in NuD oc

curred at the point where the boundary layer undergoes transi
tion from laminar to turbulent flow, and the second minimum 
occurred at the point of flow separation. Subsequently [4], 
Giedt noted that throughout the entire range of Reynolds 
numbers (70,800 to 219,000) covered in his earlier experi
ments, laminar separation occurred prior to the 90 deg point, 
and in no case was there a turbulent boundary layer pres
ent. It is the authors' opinion that the behavior of the local 
Nusselt number, as reported in [3], should be explained based 
on the occurrence of flow separation/stagnation/separation, 
rather than transition/separation. The fact that local maxima 
did not appear in Giedt's data at low Reynolds numbers does 
not imply that a stagnation point does not exist between the 
point of separation and 180 deg. Rather, it is the opinion of 
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Fig. 7 Time variation of the lift coefficient 

the authors that the instrumentation was not sufficiently sen
sitive to reveal the details of the flow field at lower Reynolds 
numbers. 

The data of Schmidt and Wenner [2] at Refl = 64,450 are 
shown in Fig. 6 to illustrate the sensitivity of the experimental 
results to changes in the surface boundary conditions and the 
physical arrangement of the cylinder. In Schmidt's tests, the 
cylinder was mounted in an airstream issuing from a rec
tangular nozzle. The data of Giedt were obtained in an open-
throat-type wind tunnel for conditions which approximate 
constant wall heat flux, while the data of Schmidt and the 
present results are for an isothermal surface. All results are in 
good agreement, up to the point of separation. Beyond this 
point, the numerical results reveal details in the region of flow 
separation which are not apparent in the experimental results. 

The variation of computed values of C, with time for 
ReD = 70,800 is shown in Fig. 7. The first results obtained in 
the present study were for Re£) = 3000, and these produced a 
zero lift coefficient. That is, there was no periodic shedding of 
vorticity from the rear of the cylinder as is known to occur in 
actual flow situations. The absence of shedding in the 
numerical calculations results from the fact that in the 
numerical formulation, the cylinder surface is perfectly 
smooth, and no disturbances are present in the flow field. 

When the results for ReD = 70,800 were obtained, to induce 
periodic shedding, the flow field was perturbed by changing 
the velocity induced by the free vorticity in the flow field at the 
surface of the cylinder. The magnitude of the perturbation 
was to decrement the induced velocity by 2 percent on one side 
of the cylinder near the expected point of flow separation. The 
velocity was perturbed at t = 0.024, on the second time step, 
and only for this one time step. Yet as can be seen from Fig. 7, 
the perturbation to the flow field persisted for all times 
thereafter. In retrospect, the magnitude and duration of the 
perturbation were too small. The fluctuating lift coefficient 
yields a Strouhal number of S ^ O . 1 4 , which is below the 
generally accepted value of 0.21. However, this is in general 
agreement with the value of 0.17 obtained by Thoman and 
Szewczyk [14]. From Fig. 7 it can be seen that the amplitude of 
C, is still increasing after t= 14.24. The authors expect that 
eventually a periodic behavior with a constant amplitude will 
be achieved. 

By way of closing, it is noted that all the numerical calcula
tions were performed in double precision on a PRIME 850 
superminicomputer at the United States Military Academy, 
West Point. No attempt was made to record the CPU time 
needed to complete the present calculations. The PRIME 850 
is not structured for the fast execution of repetitive calcula
tions such as those needed in these numerical studies. 

Therefore, comparisons of execution times for different 
algorithms run on different machines are of little value. 

Conclusions 

The present work has shown that it is possible to use the 
computational procedure previously developed and presented 
by Kinney and Cielak [8] and Taslim et al. [10] to compute the 
flow field around a circular cylinder at Refl approaching 
100,000. The numerical solution of the energy equation is con
junction with the vorticity transport equation yields average 
heat transfer results which are in good with experimental 
values. The results obtained for local values of the skin fric
tion coefficient and the Nusselt number reveal the details of 
the flow field, especially in the region of flow separation 
which had not been previously reported. The use of different 
numerical schemes does not seem to change the results 
significantly. Furthermore, it is shown that certain higher-
order schemes may be inappropriate to obtain numerical solu
tions in flow situations involving regions of reversed flow. 
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Electric Field Effects on Natural 
Convection in Enclosures 
The enhancement of convective heat transfer by an electric field is but one aspect of 
the complex thermoelectric phenomena which arise from the interaction of fluid 
dynamic and electric fields. Our current knowledge of this area is limited to a very 
few experimental studies. There has been no formal analysis of the basic coupling 
modes of the Navier-Stokes and Maxwell equations which are developed in the 
absence of any appreciable magnetic fields. Convective flows in enclosures are par
ticularly sensitive because the limited fluid volumes, recirculation, and generally low 
velocities allow the relatively weak electric body force to exert a significant in
fluence. In this work, the modes by which the Navier-Stokes equations are coupled 
to Maxwell's equations of electrodynamics are reviewed. The conditions governing 
the most significant coupling modes (Coulombic forces, Joule heating, permittivity 
gradients) are then derived within the context of a first-order theory of elec-
trohydrodynamics. Situations in which these couplings may have a profound effect 
on the convective heat transfer rate are postulated. The result is an organized 
framework for controlling the heat transfer rate in enclosures. 

Introduction 

There are several mechanisms through which an electric 
field may affect a velocity field in a fluid. One interaction, the 
so-called "corona wind," was described in the literature over 
two hundred years ago [10]. The corona wind is attributed to 
the Coulombic force, which is the force exerted on a free 
charge by an electric field. Movement of the gaseous medium 
results from momentum transfer from the ions to the neutral 
molecules via collisions [24]. The Coulombic force and the 
associated corona wind have been the subjects of several in
vestigations of electrofluid interactions during corona 
discharge [3, 22, 28]. This interaction is of particular interest 
in electrostatic precipitator theory. A significant body of re
cent work has developed due to this application [16, 29], 

The Coulombic force in the corona wind is but one of 
several electrohydrodynamic interactions whch may be present 
in a real fluid subject to property variations under the in
fluence of thermal and pressure gradients. Elec-
trohydrodynamics is defined as the coupling of an electric 
field and a velocity field in a fluid continuum [6]. This encom
passes both situations in which the momentum equations are 
coupled to the governing electrical equations, and situations in 
which the equations describing the electric field depend upon 
solutions to the momentum equations. Additionally, there are 
instances in which the coupling extends both ways, though this 
case obviously presents a high degree of mathematical 
difficulty. 

The literature suggests that for selected goemetries, thermal 
convection may be enhanced substantially in the presence of 
an appropriate electric field. The precise mechanism is not 
clear for every case, however. An electric field potentially can 
affect convection via at least four distinct elec
trohydrodynamic coupling modes. The four modes will be 
referred to here as Coulombic forces, electrostriction, dielec
tric gradients, and Joule heating. 

Franke [7] was able to double the free-convection rate from 
a vertical flat plate by means of corona discharge from proper
ly spaced vertical wire electrodes. Later work by Franke and 
Hutson [8] demonstrated a comparable effect in a heated ver
tical cylinder with vertical wire electrodes placed about the in
ner circumference of the cylinder. In both cases the increase in 
the heat transfer rate was accompanied by the production of 
columnar vertices in the boundary layer. Although this might 
indicate induced secondary flow in the boundary layer as the 
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primary mechanism for electrical enhancement of thermal 
convection, an earlier study by Marco and Velkhoff [19] 
demonstrated augmented heat transfer from flat plates which 
they attributed to "the corona wind stream impinging on the 
heated plate . . . . " Corona-driven stagnation flow was the 
mechanism cited by Chuang and Velkoff [4] for the observed 
threefold increase in the mass transfer rate during frost forma
tion on a flat plate in the presence of a needle electrode. 
Reynolds and Holmes [21] attempted to augment forced con
vection by placing wire electrodes parallel to the axis of a 
finned-tube heat exchanger, but were unable to demonstrate 
an effect. This is consistent with the findings of Kulacki [14], 
which indicate forced convection enhancement is significant 
only at low Reynolds numbers. 

The role of electrostriction in electrical enhancement of con
vective heat transfer was considered by Lykoudis and Yu [18]. 
Electrostrictive forces, which are due to the variation in elec
trical permittivity with mass density, are commonly neglected 
in comparison to the Coulomb force. Electrostriction is of 
special concern at voltages below the corona point where there 
are, presumably, no free charges and hence no Coulombic 
force. 

A comparison of electrostrictive and Coulombic forces in 
free convection from a horizontal plate performed by Win-
dischmann [26] concludes that neither force alone is sufficient 
to explain the magnitude of cooling enhancement detected in 
the presence of corona discharge. 

An analysis of electrically enhanced thermal convection by 
Lazarenko [15] presumes an incompressible, low-conductivity 
fluid medium. Thus buoyancy forces and electrostriction, as 
well as thermal gradients due to Joule heating, are not in
cluded in that discussion. Velkoff [25] similarly considers the 
role of Coulombic forces in convection enhancement. 

Prior investigations into electrical enhancement of convec
tive heat transfer have been specific and restricted to a very 
few geometries and field configurations. The discussion 
presented here will consist of a development of the reduced 
governing equations and an analysis of the relevant elec
trohydrodynamic coupling mechanisms. This will yield some 
guidelines for the designer utilizing electric means to enhance 
natural convection in enclosures. 

First-Order Theory 

Unless otherwise noted, the analyses presented in this work 
will be for the specific case of air at 288 K and 1 atm, although 
the theory applies to many gases and liquids. 
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The governing equations of electrohydrodynamics are the 
conservation equations of fluid dynamics (mass, momentum, 
and energy) and of electrodynamics (Maxwell's equations, 
Ohm's law). For an isotropic, linear fluid with zero second 
viscosity, the governing equations are [2, 6] 
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Attention is restricted here to cases of weakly ionized fluids. 
Formally, the magnitudes of the current density and length 
scales are limited to no more than 10 nA-cm - 2 and 10 m, 
respectively. Under quasi-steady conditions, this yields an up
per bound of 10~9 Tesla on any induced magnetic fields. If it 
is stipulated that there are no applied magnetic fields, terms 
involving B, and H, may be neglected in equations (6)-(8) and 
in equation (13). 

The electric body force per unit volume on a fluid element is 
given by [20] 

The first term is the Coulombic, or electrophoretic, force. 
The presence of this force requires that there be some 
mechanism for space charge generation. The mechanism may 
be corona discharge if a mobility model is assumed for the 
medium, or thermally induced conductivity gradients in the 
case of a conductivity model [27], 

The second term of the electric force expression is present 
whenever there is a significant permittivity gradient in the 
fluid. It will be referred to here as simply the permittivity gra
dient term. The third term, the electrostriction, results from 
the relationship between permittivity and mass density. The 
total body force on a fluid element is thus 

F, 
E/E; 

„g, + pcE,— ~J J 
de 

dx, 2 
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2 dXi 2 dx, V '" J J dp,, 

Equation (16) couples the Navier-Stokes equations directly 
to Maxwell's equations via the final three terms of the right-
hand side. What is not so apparent is that the gravitational 
term is also coupled to the electric field via the energy equa
tion. The existence of space charge in the medium contributes 
a Joule heating term, fS\pc \EjEj, to the energy equation, and 
may therefore produce or enhance thermal buoyant forces. 

The couplings between the electric, fluid velocity, and ther
mal fields are highly dependent upon the nature of property 
variations within the fluid medium. A description of the 
significant terms requires development of a theory of elec
trohydrodynamics which is in many respects analogous to the 
classic Boussinesq approximation. A first-order theory of elec
trohydrodynamics will be described here in which the fluid 
properties are expressed as Taylor series expansions in terms 
of thermodynamic state variables about some arbitrary datum 
point. As the fields considered in this work are either sta
tionary or low-frequency, dispersive effects are absent. Thus it 
is reasonable to treat all properties solely as functions of 
temperature and pressure. Furthermore, if the pressure and 
temperature excursions are modest the medium is accurately 
described by a truncated series in which second and higher 
order terms are neglected. The various fluid properties are 
then written as follows 
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In the expressions above, the subscript d indicates the value 
taken at the datum point. The variable y is the coefficient of 
thermal expansion, 7 = — (\/pm)(dpm/dT). 

The other coefficients are similarly defined as 

B, 
* dp„, 

Pm dP 
A ^ 

1 dy 

~y~~df~ 
etc. 

The gravitational body force g,- may be expressed in terms 
of the expanded mass density as the sum of a conservative 
force per unit volume, P,„.gj, and a nonconservative 
component 

Pmgi=Pmrlgi + PmA-yd(T-Td)+BiAP-Pd)]Si (17) 

It is now possible to define a modified pressure which will 
remove the conservative body forces from the momentum 
equation. The modified pressure, denoted by/?*, is defined by 
the following expression 

dp* dp d /EjEjp,,, de 

dx. dX; dx- P'"di 
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(18) 

Both the electrostriction and that portion of the gravita
tional body force associated with a constant mass density have 
been removed from the equations of motion. This 
demonstrates that, in the absence of a free surface, elec
trostriction can have no effect on the flow. Any enhancement 
of the heat transfer therefore must be due to a combination of 
Coulombic, Joule heating, and permittivity gradient effects 
only. 

Expressed in terms of the modified pressure and the first-
order expanded properties, the equations of conservation of 
mass, momentum, and energy are 
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+ ydU+A2d(T~Td)+B2d(p-pd)]T Dp 
Dt 

+ txd[\+A$d(T-Td) + Bid(p~pdmv 

+ &,[! +Ald (T- Td) +Bld (p-pd)]\Pc \EJEJ 

3rl J J 

2[l~yd(T-Td)+Bld(p-pd)} 

XT 
DT Dp 

Dt 
(21) 

The equations as written are intractable. However, it is 
possible to neglect the majority of the property variations in 
cases where the pressure and temperature gradients are 
modest. The precise restrictions will be developed here in 
terms of the temperature and length scales of the problem. 
This development is similar to that proposed by Gray and 
Giorgini [9] for free convective flows. In that construction of 
the classical Boussinesq approximation, most of the property 
variations in the conservation equations are neglected for 
situations which meet the stated restrictions on the 
temperature and length scales. The sole exception is the ther
mal buoyancy term in the momentum equation. 

In the first-order theory of electrohydrodynamics, addi
tional terms introduced via couplings between the electric field 
and fluid velocity field are retained in addition to the thermal 
buoyancy term. The restrictions on the theory require that the 
products of the various coefficients yd, Bx , A2d, B2,, etc., 
and the appropriate pressure or temperature scale be small in 
comparison to one; i.e., ydd < < 1; B{ -K < < \;A2 6 < < 1, 
etc., where 6 is the characteristic temperature difference of the 
system and 7r is the pressure difference characterizing the 
system. Additionally, requiring that the property variations be 
negligible to first order uncouples the electrical equations 
from the energy equation by eliminating fluctuations in the 
electrical transport coefficients e and /? in equations (8) and 
(9). 

The dynamic pressure is characterized by 

•Xd^Pm^ 

where f/is an appropriate velocity scale. The static pressure is 
scaled by 

irs**Pn,GL 

where G = I g,-1. 
The specific restrictions which must be satisfied to obtain 

the reduced equations are: 

l 7 d 0 l < < l 

\A,J\<<1 

\Bldpn>dGL\<<\ 

\B GL\<<\ 

\A,,e 

\<<i 

\<<i 

2d P"'d 

\B3n,„GL\<<l 

\B, ,GL\<<\ 

U , , 0 I < < 1 

\A6He\«\ 
\Alde\<<\ 

BiHP. 

\B5dpmdGL\<<\ 

\Bk,pmGL\<<\ 

Bldp,„dGL\<<\ 

d^'"d 

6d Pmd 

GL 

B 

Aide 

idp>"d 
U2\ 

yae 

< < i 

< < i 

The last two restrictions eliminate pressure effects in the 
dielectric gradient and buoyant terms of the momentum 
equation. 

An additional restriction is imposed in the form of 
I (U/fiE) I < 0.1, which is necessary in order that the charge 
carrier convection term may be dropped from Ohm's law. 
This uncouples the electrical equations from the momentum 
equation. 

The reduced equations demonstrate three distinct force 
terms available to drive the fluid: thermal buoyancy force, 
Coulombic, and dielectric gradient. Their associated velocity 
scales are: 
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Table 1 Properties of dry air at 288 K, 1 atm 

Property Value Ref. 
Pm 
y 
B, 

k 
A, 
B* 

A5 
Bs 

CJ> 
A6 
B6 

An 

1.2kg-m-3 

3.5 x 10~3 K^1 

9.9 x 10"6 m 2 N -

- 3 . 5 X 10- 3 K" 1 

0 

8.9 X 10"1 2 f-m"1 

- 1 . 9 X 10"6 K" 1 

5.5 X 10"9 m2-N~ 

2.5 X 1(T2 W-m" 
2.4 x 1(T3 k1 

0 

1.8 x 10~5 kg-m-
2.8 x 10"3 K _ 1 

0 

1.0 x 103 J -kg- 'K 
2.6 x 10~5 K" 1 

1.6 x 10~8 m2-N~ 

1.8 x 10"4 m2-V" 
4.4 x 10~3 K" 1 

9.9 x 10~6 m2-N~ 

l 

(ideal gas) 
(ideal gas) 

i 

i K - i 

V 

- l 

l 

l 

13 
13 
13 
12 
12 
17 

1 
1 

17 
11 
11 
11 

13 
13 
13 

1 buoyant U = {y6GL)U2 

2 Coulombic £/ = (JL/Pp,„)[/2 

3 dielectric gradient U = (eE2 \A3 \8/pm)l/2 

where E and / are scales of the magnitude of the electric field 
and current density, respectively. The subscripted d's have 
been dropped for convenience. 

For a given situation, the largest of the three velocity scales 
is employed in developing the numerical restrictions on 9, L, 
E, and / which are consistent with the reduced equations. 
Thus, three sets of conditions are developed, each associated 
with a different dominant forcing term in the momentum 
equation. The case of air at 288 K and 1 atm will be considered 
here for each of the three cases. Property data are listed in 
Table 1. 

The first set of conditions corresponds to the case of free 
convection. The buoyant velocity scale is employed for U, and 
the conditions to be satisfied for the case of air nominally at 
288 K and 1 atm are: 

1 8 < 22°C 
2 L < 8.6 X 102 m 
3 L/6 < 2.9 m/°C 
4 6L/E2 < 9.4 x 10~9 m3°C/V2 

where the fourth condition is consistent with neglecting charge 
carrier convection in Ohm's law. Note that the upper bound 
on the length scale far exceeds the maximum of 10 m assumed 
in neglecting induced magnetic fields. It is retained here for 
the sake of completeness. 

An example of a free convective flow which meets the above 
conditions is one in which the current density and electric field 
magnitudes are 0.1 nA-cm - 2 and 10 kV-cm - 1 , respectively, 
with a temperature difference of 10°C and a governing length 
scale of 10 cm. The resulting buoyant velocity scale is this case 
would be 180cm-s~'. 

Secondly, a flow regime dominated by Coulombic forces 
requires 

1 6 < 22°C 
2 L < 8.6 X 102 m 
3 L/6 < 2.9 m/°C 
4 JL/E2 < 7.0 x 10"14 A-m/V2 

Flows driven by Coulombic forces are maintained under the 
general conditions of small temperature variations, moderate-
to-large length scales, and relatively large current densities; 
e.g., a temperature difference of 1.0°C, a length scale of ,10 
cm, a current density scale of 5.0 nA-cm~2, and an electric 

field of 10 kV-cm - 1 . These conditions yield a Coulombic 
velocity scale of 15 cm-s" ' . 

Finally, if the dielectric gradient is the dominant force term, 
the corresponding conditions are: 

1 0 < 22°C 
2 L < 8.6 x 102 m 
3 L/6 < 2.9 m/°C 
4 E < 4.6 x 1012 V/m 

The fourth condition far exceeds the spark-over field for air 
at standard conditions, and is unnecessary for this case. 

A distinguishing feature of flows driven by dielectric gra
dient forces is a small length scale. An example of conditions 
in which the dielectric gradient is the controlling force term 
and which satisfy the above restrictions consists of a current 
density of 1.0 nA-cm2, an electric field magnitude of 100 kV-
cm~', a temperature variation of 1.0°C, and a governing 
length scale of 1.0 mm. These conditions yield a governing 
velocity scale of 3.7 cm-s" ' . 

Satisfying the appropriate conditions produces the reduced 
first-order equations of electrohydrodynamics 

duj 

3X: 
= 0 

Du, 

Dt 

C 
DT 

~Dt~ 

dp* 

dXj 

eAj 

2~ 

d2T 

dXjdXj 

•PmyiT-T^gj + PcE, 

dT d2u, 
E,Ej + ix- ^ = 0 

dXj dXjdXj 

du, / du. 

(22) 

(23) 

dXj 

dUj_ 

dXj 

+ yT Dp 
Dt 

yeA.EjEj DT 

2 Dt 

dEj 

dX: e 

(24) 

(25) 

(26) J, = P\pe\E, 

The subscripted d's have been suppressed in the equations 
above. The viscous dissipation term in equation (24) is often 
omitted under the Boussinesq approximation. Neglect of this 
term is not demanded under the first-order theory, however. 

Enhancement Mechanisms 

Because the velocities in natural convection are small, the 
generally weak electric forces may have a significant role in 
determining convection rates. Furthermore, in an enclosure it 
is relatively easy to achieve the high electric fields necessary 
for significant enhancement of the convective heat transfer 
rate. 

As demonstrated by equation (23), there are three coupling 
modes which hold some prospect for convection enhance
ment. The Coulombic and permittivity gradient terms couple 
the momentum equation directly to Maxwell's equations, 
while the buoyancy term couples the equations via the Joule 
heating term of the energy equation. 

Coulombic and Joule heating effects in a dielectric require 
some method of space charge generation. This is commonly 
accomplished via corona discharge, which imposes some con
straints on the electrode geometry. Corona discharge generally 
occurs from surfaces with a high degree of curvature, such as a 
wire or a sharp edge. This requires, for example, that if 
parallel flat plate electrodes are to be utilized the surfaces must 
be sufficiently irregular that there is effectively an array of 
point sources. Additionally, corona discharge occurs only in 
regions of substantial field intensities. For air at standard con
ditions, the corona is confined to regions where the field ex
ceeds an approximate value of 30 kV-cm _ ' . 
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Because the Coulombic force is not directly affected by 
property variations in the medium, it is the only electrical 
force which can be externally controlled. It is the Coulombic 
force which is commonly cited as the principal mechanism for 
electrical enhancement of convective heat transfer [21, 23]. 
Coulombic or corona wind enhancement of natural convec
tion requires electrode configurations for which the charge 
density gradient and the electric field are not parallel. This re
quires that the Coulombic force be nonconservative. In the 
first-order approximation, the nonconservative Coulombic 
force condition is equivalent to requiring a rotational current 
density. Flippen [6] has shown that the current density is ir-
rotational for concentric cylinder electrodes, concentric 
spheres, and parallel flat planes with a uniform discharge on 
one electrode. Thus, the Coulombic force acts simply as 
another modified pressure term in the common examples of 
long co-axial cylindrical electrodes with electrically insulated 
ends, or a rectangular box with opposed electrodes and in
sulated sidewalls. Corona wind enhancement of convection is 
only possible for a nonuniform discharge with these enclosure 
geometries. The goal of the designer attempting to utilize co
rona wind to enhance free convection in an enclosure should 
be to maximize the extent to which the current density is rota
tional. This is particularly important near the surfaces where 
convective heat transfer is to be enhanced. This may be ac
complished by using sharply irregular or asymmetric elec
trodes oriented such that surfaces of constant electric potential 
4> and charge density pc are orthogonal or nearly orthogonal. 
This would appear difficult in cases where the electrode sur
faces are also heat transfer surfaces, as the gradients of change 
density and electric potential will be approximately parallel in 
regions near the electrodes. It is recommended, therefore, that 
an enclosure designed to take advantage of corona-wind 
enhancement of natural convection incorporate asymmetric 
electrodes which are not the primary surfaces of convective 
heat transfer. 

In the absence of space charge (e.g., below the corona 
starting voltage) there is obviously neither Coulombic force 
nor Joule heating. Hence, the permittivity gradient term is the 
only mechanism for electrically altering convection in a dielec
tric fluid. As with the Coulombic force, convection enhance
ment via the permittivity gradient requires a rotational force; 
i.e., 

dE„E„ dT 

OXj dXk 

This requires that the gradient of the electric field 
magnitude and the temperature gradient not be parallel. This 
restriction excludes, for example, parallel flat plates and con
centric cylinders and spheres in which the two electrode sur
faces are maintained at uniform but different temperatures. 
These arrangements are static in the absence of a perturbing 
force on the fluid. The presence of a rotational permittivity 
gradient term is a sufficient condition for demonstrating an 
electrical effect on the convection in an enclosure. In general, 
enclosures will have regions in which the permittivity gradient 
term is locally rotational. Consider, for example, the interior 
of a rectangular box with a temperature difference maintained 
between the top and bottom surfaces. By maintaining a poten
tial between two or more of the vertical surfaces, a rotational 
permittivity gradient term develops. Solutions of the govern
ing equations are extremely difficult to obtain for cases of 
convection driven by permittivity gradients, as the momentum 
equation is directly coupled to the energy equation and to 
Maxwell's equations via the permittivity gradient term. 

In the three enclosures which are known to produce irrota-
tional permittivity gradient and Coulombic terms (concentric 
cylinders, concentric spheres, and parallel plates in a box), 
convection enhancement may still result from buoyancy forces 
due to Joule heating. The Joule heating term in the energy 

equation, which is associated with electrical current in the 
fluid, has the effect of a known distributed heat source. This 
enhancement mode is perhaps the most promising in terms of 
obtaining solutions to the governing equations. Current ef
forts are directed toward solving the concentric cylinder 
enclosure problem using the perturbation technique employed 
by Custer and Shaughnessy [5] for free convection in a 
horizontal cylindrical annulus. 

Summary 

The first-order approximation of electrohydrodynamic 
coupling in dielectric fluids demonstrates that, for moderate 
temperature and length scales, free convective heat transfer in 
enclosures may be affected electrically via one or more of 
three coupling terms: Coulombic forces on free charges and 
the associated corona wind, buoyancy forces attributed to 
Joule heating of the fluid, and a gradient term associated with 
a varying permittivity of the fluid. The extent to which a given 
coupling term affects natural convection depends on the con
stitutive nature of the fluid, the electrode geometry, the ap
plied potential, and the thermal boundary conditions. Atten
tion must be given to each of these variables when attempting 
to control free convection in an enclosure. 

Convection enhancement via corona wind requires a rota
tional current density and electrode surfaces which possess 
sharply different radii of curvature. Corona wind as a means 
of convection enhancement is thus most effective in asym
metric or irregular enclosures. Enhancement of free convec
tion through the permittivity gradient term in the momentum 
equation requires that surfaces of constant electric field 
magnitude and constant temperature not be parallel 
everywhere in the enclosure. Unlike Joule heating and corona 
wind effects, convection enhancement from the permittivity 
gradient does not require corona discharge nor any other 
method of space charge generation. Joule heating, which is 
due to an electric current in the fluid, effectively produces a 
distributed heat source, creating buoyancy forces. The Joule 
heating term is the only one of the three coupling terms 
discussed which can drive a fluid in an enclosure between 
coaxial cylinders, concentric spheres, or flat plates. 
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Introduction 

Natural Convection in a Vertical 
Enclosure Filled With Water 
Near 4@C 
The natural circulation of near-4°C water in a vertical cavity heated from the side 
was studied experimentally in a 0,74-m-tall enclosure. The results of a scale analysis 
were used in order to correlate the overall wall-to-wall heat transfer rate measured 
experimentally in the Rayleigh number range ltf-lO". An analytical similarity solu
tion was obtained for the slender enclosure limit. In that limit the flow pattern is one 
of incomplete vertical penetration, with stagnant maximum-density water filling the 
lower end of the vertical enclosure. 

The subject of natural convection heat transfer has received 
an increasing amount of attention since the pioneering work 
of Schmidt and Beckmann [1]. The interest in this class of heat 
transfer phenomena is due to a large number of engineering 
and geophysical applications that during the past two decades 
have been inspired by problems popularly associated with the 
issues of "energy" and "ecology." Comprehensive reviews of 
what has been accomplished to date in this field are available 
in textbooks and monographs [1-5]; the vigor of the field of 
natural convection research is best illustrated by the volume 
and diversity of points of view attracted by two recent 
meetings [6, 7]. 

The vast majority of the natural convection studies pub
lished so far pertain to fluids whose density decreases (or in
creases) monotonically with temperature at constant pressure. 
However, in a number of liquids such as water, bismuth, an
timony, and gallium, the density-temperature curve exhibits a 
maximum. Since the coefficient of thermal expansion changes 
sign through this maximum, the use of the linear approxima
tion p s p0[l —(i(T— T0)] to model such liquids is inap
propriate in the range of temperatures that correspond to the 
density maximum. 

Among the anomalous liquids mentioned above, water is by 
far the most important because its density maximum occurs 
near 4°C (more precisely 3.98°C) at atmospheric pressure, and 
because near-4°C water temperatures are the rule rather than 
the exception in lakes, rivers, and a series of industrial pro
cesses. In his recent review of research advances in natural 
convection in water near the density maximum, Gebhart [8] 
points out that this branch of natural convection research is 
still in its early stage of development. Among the few studies 
that have focused on the effect of the density maximum on 
heat transfer, the larger share deals with the external boundary 
layer regime near a single vertical wall. The circulation of 
near-4°C water in an enclosed space heated from the side has 
received very little attention. 

The object of the research work summarized in this report is 
to shed new light on the phenomenon of natural convection in 
near-4°C water confined in a vertical space heated and cooled 
from the side (Fig. 1). What is known so far in connection 
with this phenomenon has been reported by Watson [9], 
Vasseur and Robillard [10, 11], and Inaba and Fukuda [12]. 
Watson [9] presented a numerical study of the circulation in a 
rectangular cavity where one vertical wall was kept at 0°C, 
while the opposing wall was heated to temperatures above 
0°C. Vasseur and Robillard [10, 11] conducted numerical 
studies of the transient problem of cooling a rectangular mass 
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Fig. 1 Schematic of experimental apparatus 

of water through 4°C by maintaining the boundaries at 0°C or 
by subjecting the boundaries to a uniform cooling rate. Most 
recently, Inaba and Fukuda [12] documented the effect of in
clination angle on the natural convection of cold water in an 
inclined rectangular enclosure. 

Relative to the preceding studies, the focus of the present 
work is on: (1) experimental documentation of the main 
features of the flow at relatively high Rayleigh numbers; (2) 
proper scales of the heat and fluid flow phenomena; (3) use of 
the heat and fluid flow scales to correlate the heat transfer 
rates obtained experimentally; and (4) an analytical solution 
for the slender enclosure limit. 

Part I High Rayleigh Number Convection 

Experimental Apparatus. The apparatus constructed for 
this experiment is shown in Fig. 1. The water-filled core of the 
enclosure is contained between two parallel vertical plates 
spaced 14.6 cm apart. The top, bottom, and side walls are con
structed of 2.5-cm-thick acrylic plexiglass which permitted 
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viewing the flow and at the same time provided the apparatus 
with good thermal insulating characteristics and good struc
tural strength over a wide range of temperatures. The height 
of the cavity was 73.7 cm. The length, 55.9 cm, was large 
enough to minimize three-dimensional effects. 

The aluminum hot plate (1.8 cm thick) was heated by eight 
uniformly spaced strip heaters attached horizontally to the 
outer side of the plate and connected in parallel. This arrange
ment simulated a wall heating effect that is close to the 
uniform heat flux model. The total power input was 
monitored by measuring the voltage and current through the 
strip heaters. 

The aluminum cold plate was cooled by circulating chilled 
alcohol through a hollow chamber in the cold wall. The chilled 
alcohol stream was supplied by a constant-temperature bath 
refrigerator which was capable of controlling the coolant 
temperature to within ±0.1°C. 

The enclosure was supported by a wooden frame and sur
rounded by a 15-cm-thick layer of fiberglass insulation housed 
in an outer plywood container. Apertures were built into the 
ends of the outer container (and insulated with removable 
blocks of rigid styrofoam) to allow visual observation of the 
flow. 

The experimental procedure consisted of first selecting a 
heat input and then fine-tuning the minimum cold-wall 
temperature by adjusting the refrigerator setting. The ap
paratus required up to 24 hr to reach steady state whenever the 
heat input or refrigerator setting was changed. Arrival at 
steady state was determined by monitoring the hot and cold-
plate temperatures until fluctuations had stabilized. 

Two sets of heat transfer data were collected, one set for 
temperatures high enough that the water consistently expands 
upon heating (i.e., where the linear approximation p = p0[l -
(3(T — T0)] may be applied), and another set at average 
temperatures around 4°C. For obtaining each set, the total 
power dissipated in the strip heaters varied from 0 to 1100 W, 
or in terms of average heat flux, from 0 to 2700 W/m2 . 

Flow Visualization. The flow was made visible using the 
thymol blue pH indicator technique originally described by 
Baker [13] and used extensively in water natural convection 
experiments. The technique consists of adding a small amount 
of thymol blue to the water and inserting two wire electrodes 
into the lightly tea-colored flow; imposing 1.25-3 V between 
the electrodes creates a higher pH in the fluid next to the 

cathode, causing a local color change toward deep blue. The 
dark blue fluid is then swept away from the cathode, marking 
the flow for a significant length of time, until diffusion effects 
return the fluid to its original tea color. Further improvements 
to this technique (including the addition of a small amount of 
NaCl to the indicator solution and carefully adjusting the 
voltage to eliminate any bubbles formed by electrolysis) were 
utilized as suggested by Quraishi and Fahidy [14]. In addition 
to providing an overall view of the entire flow, the technique 
allowed the calculation of velocities from timed sequences of 
photographs of certain regions of the flow. 

When the entire enclosure was at temperatures well above 
the temperature of the density maximum, the flow was very 
similar to the well-documented single cell circulation between 
two vertical walls at different temperatures (see, for example, 
Elder [15]). The flow in this regime consisted of a wall jet that 
rises along the warm wall and sinks along the cold wall. Visible 
signs of transition to turbulence were observed only at the 
highest Rayleigh numbers investigated (S.aH — 10")-

When the maximum and minimum temperatures in the 
enclosure were maintained on either side of 4°C, the circula
tion pattern was characterized by two counterrotating cells 
driven by boundary layers (wall jets) rising along both vertical 
walls. A very distinct sinking jet emerged at the point where 
the two wall jets met. For each different heat input the sinking 
jet emerged at a different location along either the warm wall, 
the cold wall, or the top of the enclosure. For example, when 
only the bottom half of the warm wall was above 4°C, the jet 
emerged from halfway up along that wall. As the heat input 
was increased while holding the minimum cold-wall 
temperature constant, the jet emerged from higher and higher 
levels along the warm wall. Further increases in heat input 
continued this trend across the top and on down the cold wall. 

The local velocity profiles of the two wall jets lining the dif
ferentially heated vertical walls were measured using the 
thymol blue technique [13, 14] and the calibration reported in 
[16]. The measurement consisted of inserting a 1-mm-thick 
wire electrode normal to the vertical wall and taking a timed 
sequence of close-up photographs of the marked fluid as it 
was swept away from the electrode. Figure 2 shows an exam
ple of such a sequence of photographs. Velocities measured at 
several conveniently selected distances from the wall form the 
velocity profile which corresponds to that particular region of 
the flow. 

Three velocity profiles measured for a typical run are 

Nomenclature 

?1> C2 

f 

H = 

k = 
L = 

Ly = 

Nu = 
Q = 
R = 

Rc = 

RH = 

Ra„ = 

constants of order one 
similarity variable for the x 
profile of the stream 
function 
gravitational acceleration 
vertical dimension of water 
space 
thermal conductivity 
horizontal dimension of 
water space 
height of the flow regime in 
the slender enclosure limit 
Nusselt number 
overall heat transfer rate, W 
relative wall temperature = 
(Tm - TC)/(TH - Tc) 
thermal resistance of cold-
side boundary layer 
thermal resistance of hot-
side boundary layer 
Rayleigh number based on H 
and the Boussinesq 
approximation 

Ra, = 

Ra7C = 

Ra yH 

T = 

Tc = 
TH = 
T,„ = 

u 
v 

W 
x 
y 
a 

number 
density 

number 
density 

of 

Rayleigh number based on L 
for fluid with density /3 = 
extremum 
cold-side Rayleigh 
for fluid with 
extremum 
hot-side Rayleigh 
for fluid with 
extremum 
temperature 
average temperature 
enclosure 8H = 
cold-wall temperature 
hot-wall temperature v = 
core temperature, also the 6 = 
temperature of the density r = 
maximum = 3.98°C 
horizontal velocity ^ = 
vertical velocity 
width of water space (*) = 
horizontal coordinate 
vertical'coordinate ( ) = 
thermal diffusivity 

coefficient of the rmal 
expansion 
coefficient in a parabolic 
model for cold water density; 
P = P3.98°cU - y(T-
3.98°C)2]; the numerical 
value of 7 is 8 X 10~6 

( ° Q - 2 

scale of cold-side boundary 
layer thickness 
scale of hot-side boundary 
layer thickness 
kinematic viscosity 
dimensionless temperature 
similarity variable for the x 
profile of 6 
dimensionless stream 
function 
subscript denoting dimen
sionless quantities 
averaged over the entire 
height of the enclosure 
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Fig. 2 Measurement of the vertical wall jet velocity prollle using the
thymol blue method (heat input: 60 W; minimum temperature: 0.2·C; ver·
tica/location: 31.8 em from the bollom along the warm wall)

displayed in Fig. 3 around a schematic diagram of the flow
pattern. It is worth noting that along each wall jet the velocity
profiles are similar and the peak velocity scale is practically the
same. This observation is explained by the fact that the
temperature difference between the core and each vertical wall
is the same (about 4°C). Additional velocity measurements
[17], omitted here due to space limitations, show that the wall
jets slow down considerably as both wall temperatures ap
proach 4°C.

Figure 4 shows a timed sequence of photographs taken in a
case where the sinking jet was coming off the upper end of the
cold wall. The voltage was applied across the electrodes sud
denly, at a time before t = 0 s; the (0 s, 13 s, 24 s) sequence
allows us to see how the jet fluid advances into the core of the
enclosure (Fig. 3), and permits an approximate measurement
of the longitudinal velocity scale of the jet. Laminar and well
defined at first, the sinking jet becomes wavy as it turns and
sinks to the bottom of the enclosure. Later, the same fluid is
entrained and recirculated as laminar boundary layer flow
along the differentially heated sides of the enclosure. In the
case illustrated in Figs. 3 and 4 the velocity of the jet as it
comes off the upper end of the cold wall is approximately 0.25
cm/s. In cases where the circulation is slowed down by side
wall temperatures that approach 4°C from above and from
below, the starting velocity of the sinking jet drops to values as
low as 0.04 cm/s.

Temperature Measurements. Temperatures of the hot and
cold walls were measured at four different heights along the
centerline of the apparatus. Type K (chromel-alumel) ther
mocouples imbedded to within 1.6 mm of the inside surface of
each plate allowed temperature measurements accurate to
within ±0.2°e. The results are reported numerically for two
distinct series of heat transfer measurements: first, ex
periments using water at temperatures well above 4°C (Table
1) and, second, experiments using water near 4°e (Table 2).

When the temperature everywhere· in the enclosure is well
above 4°C, the wall temperature increases almost linearly with
height and, at each level, the wall-to-wall temperature dif
ference is practically constant (Fig. 5). These features are con
sistent with the wall temperature distribution elCpected in
enclosures heated with uniform heat flux from the side and

Journal of Heat Transfer

f-14.6cm-1
Fig. 3 Wall jet velocity profile measurements (heat input 148 W;
minimum temperature O·C)

t=Os t=13s t=24s

Fig. 4 The evolution of the sinking jet emerging from the upper end of
the cold wall (heat Input: 148 W; minimum temperature: O'C)

filled with a fluid whose density varies linearly with
temperature [18].

In a number of experimental runs the entire enclosure was at
temperatures below 4°C; hence, the water density consistently
increased upon heating. The wall temperature distribution in
such cases is similar to the pattern described in the preceding
paragraph, i.e., the wall-to-wall temperature difference is
practically independent of vertical position. However, unlike
in the preceding paragraph, the temperature of both walls
decreases with height.

The sinking core jet emerges from near the top of the warm
wall when the enclosure temperature range includes 4°C and
when the average enclosure temperature is slightly less than
4°e. Along the cold wall the water jet rises all the way to the
top as it is cooled to a temperature close to oDe. The same jet
turns around the top of the enclosure and descends along the
warm wall, because its density increases as its temperature in
creases from ooe to 4°C.

When the average enclosure temperature is slightly above
4°C, the sinking core jet emerges from a point near the top of
the cold wall. Along the warm wall, which is swept by a jet
whose density decreases monotonically with temperature, the
temperature distribution has the same features as in an
enclosure heated with uniform heat flux from the side and
filled with a fluid whose density conforms to the linear densi-
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Table 1 Temperature and heat transfer data obtained using 
water well above 4°C 

Cold Hall Temperature 
(°c) 

Bottom 

2I .3 

IB.7 
17.5 

"H.I 
12.7 

10.B 

13.4 

12.5 
13.2 

17.9 
19.1 
19.2 
18.2 
16.6 

-IT.l 
17.2 
15.4 
16.8 

Mldhelght 

22.0 
21.7 

21.0 
20.5 

IB.5 
18.1 
20.0 

16.5 

17.3 

19.3 
15.5 

19.6 
20.2 
19.B 
18.9 
17.2 
20.4 
23.5 
20.7 
17.2 

Top 

25.1 
23.3 
23.3 
26.0 
26.3 

26.9 
28.5 
31.1 
33.9 
28.0 

26.6 
30.7 
31.7 
22.2 
24.7 
23.9 
23.7 
21.9 
20.9 
18.0 
32.1 
31.6 
30.7 
18.6 

Hot 

Bottom 

24.4 
23.3 
22.8 
23.7 
23.7 

23.1 
24.1 
25.7 
20.B 
23.B 

23.9 
25.6 
22.0 
20.5 
23.7 
23.7 
23.4 
21.9 
20.B 
IB.5 
2B.5 
32.0 
27.7 
10.5 

Mall Temperature 
CO 

Mldlietght 

25.4 
23.6 
23.5 
25.0 
26.4 

26.9 
29.0 
32.5 
34.1 
20.5 

27.0 
31.0 
32.2 
22.7 
25.B 
25.2 
24.3 
22.3 
21.3 
18.8 
33.2 
36.2 
32.0 
16.8 

Top 

2B.3 
25.6 
25.9 
30.2 
31.6 

33.9 
37.4 
41.4 
44.8 
30.2 

36.2 
40.6 
42.2 
20.6 
31.1 
29.6 
27.9 
24.5 
23.5 
19.9 
44.0 
46.6 
10.6 
20.4 

Q 
(watts) 

197.7 

154.6 
289.5 
391.9 

577.6 
791.9 

1001.0 
1136.0 
898.2 

698.5 
1021.7 
1065.9 
449.9 
445.3 
345.7 
244.5 
125.3 
124.9 
74.9 

T116.0 
1113.1 
941.3 

70.1 

Table 2 Temperature and heat transfer measurements obtained using 
water near 4°C 

a 
0.58 
0.55 
0.15 
0.05 
0.20 
2.23 
2.25 
0.28 
0.10 
0.01 
3.25 
3.60 
0.02 
0.10 
0.03 
0.22 
0.12 
0.211 

. 0.20 
! (1.45 

2.10 

Cold 
I) 

0.10 
0.10 
0.00 
0.00 
0.98 
4.20 
4.00 
0.08 
0.00 
0.00 
6.10 
7.I0 
0.00 
0.00 
0.0I 
0.01 
0.02 
0.03 
0.00 
0.2b 
2" 02"" 

Wall 
c 

0.22 
0.45 
0.35 
0.70 
5,10 
9.05 

10.75 
0.12 
0.18 
1.95 

13.18 
14.65 
0.00 
0.23 
0.38 
0.00 
3.25 
0.30 
0.78 
0.20 
2.23 

1EMPFJ1ATUI1E 

tl 
0.30 
0.42 
1.48 
3.30 
7.75 

12.05 
14.50 
0.15 
0.00 
4.00 

17.68 
19.65 
0.04 
0.32 
2.45 
0.01 
5.22 
0.30 
2.80 
0.22 
2.40 

<°C) 

e 

3.18 
6.90 
7.88 
8.95 

12.25 
16.20 
18.90 
6.56 
6.58 
8.62 

20.92 
23.00 
2.38 
7.32 
8.13 
4.03 
9.35 
6.50 
7.10 
1.90 
1.78 

Warm Wall 
f 

2.15 
6.18 
7.62 
0.70 

12.45 
16.00 
19.92 
5.00 
6.00 
8.50 

22.52 
24.00 

1.72 
7.08 
7.95 
3.18 
9.33 
6.30 
6.00 
3.95 
4.55 

9 
2.12 
4.55 
0.50 
9.98 

15.70 
21.20 
25.22 
4.78 
3.82 

10.30 
28.78 
31.72 

1.38 
6.98 
9.10 
2.48 

M.45 
5.98 
0.13 
2.85 
5.15 

li 

2.08 
4.00 
9.00 

10.80 
17.18 
23.32 
27.95 
3.48 
3.50 

11.32 
31.00 
35.15 
1.32 
5.95 
9.78 
2.38 

12.45 
5.00 
8.85 
2.70 
5.35 

Heat Input 

Q (watts) 

49.4 
99.7 

144.4 
204.9 
403.3 
603.5 
811.6 
96.7 
96.9 

205.2 
1010.0 
1163.2 
150.5 
123.7 
172.9 
75.3 

251.5 
109.8 
140.0 
64.4 
17.4 

Points a, h, c and d sre located 4.5, 9.5, 19.5 and 24.5 cm up along the cold wa l l , 
l y . 
I , y and It are located 6 . 9 , 10 .6 , 22.1 and 26 cm up along tile warm w a l l , 
•ly-

respectiv 
Points e , 
respectiv 

ty-temperature model [18]. Along the cold wall, however, the 
collision of the two counterflowing jets is felt as a sharp 
change in vertical temperature gradient near the level of the 
collision. This feature is illustrated in Fig. 6. 

A general characteristic revealed by the temperature 
measurements discussed above is that the wall temperature is 
not totally insensitive to the flow pattern that exists inside the 
enclosure. This characteristic is a direct consequence of the 
large size of the apparatus: Since the goal of these experiments 
was the study of convection at high Rayleigh numbers, we 
designed the largest size enclosure that could be machined ac
curately in our shop. In view of the height of the enclosure, the 
wall thickness is not thermally massive enough, even though 
from a manufacturing standpoint the aluminum plate material 
is massive. Despite the tradeoff between the accessibility to 
high Rayleigh numbers and the sensitivity of the wall 
temperature distribution, the experiments approach the 
uniform heat flux wall-heating model, and the overall heat 
transfer results that are discussed next submit themselves to 
correlations that are correct from the point of view of scale 
analysis. The existence of scaling-correct heat transfer correla
tions is the ultimate test of the suitability of the heat transfer 
apparatus. 

Heat Transfer Measurements. Table 1 shows the heat 
transfer measurements obtained at relatively high 
temperatures, that is, at temperatures high enough so that the 
water density throughout the entire cavity consistently in
creases upon heating. The total heat input Q (W) and the ther
mocouple readings of the temperature along each wall were 
recorded for each steady state achieved. 

The negligible heat leak from enclosure to ambient, deter-

y/H -

T [«c] 
Fig. 5 Example of wall temperature distribution when TH and Tc are 
consistently greater than Tm 

y/H -

Fig. 6 
brace T 

T [°c] 1 0 

Example of wall temperature distribution when TH and Tc em-

mined from experiments performed previously on a similar 
apparatus, was roughly 1.5 percent of the total heat input to 
the warm wall [19]. These previous experiments consisted of 
shutting off the flow of coolant to the cold wall and supplying 
a low heat input to the warm wall, so that an apparatus-
ambient temperature difference comparable to those recorded 
for the actual experimental runs was produced. The present 
apparatus was first built for an experiment on natural con
vection in a triangular enclosure [19]. The only design 
modification that produced the present apparatus was the use 
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Fig. 7 Correlation of heat transfer results in water at temperatures 
above 4°C 

" C O 
EC 
\ 
3 
Z 

" 0 4 10 2 0 3 0 
To C°c] 

Fig. 8 The breakdown of the Nu (RaH) correlation, equation (1), as the 
temperature of maximum density is approached 

of equal-size top and bottom walls (spacers) in order to insure 
the parallelism of the long differentially heated walls. 

The temperature distribution along each wall was almost 
linear. Each distribution was curve fitted with a parabola and 
the resulting calculations for the temperatures at three levels 
(bottom, midheight, top) are listed in Table 1. Therefore, one 
purpose of the table is to show that in the present apparatus 
the wall temperature distribution approaches the distribution 
expected along constant-heat-flux walls in Boussinesq fluids. 

Heat transfer measurements were also made when the 
enclosure average temperature was comparable with or less 
than 4°C. These measurements are summarized in Table 2; 
however, since the task of correlating them requires a 
theoretical understanding of the scales of natural convection 
in a fluid with density maximum, their discussion is postponed 
until the end of this section. 

Returning to the data of Table 1, it is shown in Fig. 7 that at 
average temperatures sufficiently above 4°C the heat transfer 
measurements can be correlated in the usual manner [20] 

Nu = 0.203 Ra?;28 (1) 

where the Nusselt and Rayleigh numbers are defined as 

Nu = 
Q 

Wk(TH-Tc) 

Ra„ = 
g(3lP(fH-fc) 

(2) 

(3) 

. 

( ^ 

l 
1 

f -N 

1 1 
1 1 
1 c o r e ' 

'(Tm 
I 
1 

i 

i 

V 1 

i 
1 »-U 

I V y y y y 

= 4°C ) I 

SS//S///J 

Tc H 

Fig. 9 Schematic of the boundary layer regime in a vertical space filled 
with cold water at a mean temperature of 4°C 

In the above definitions, the height-averaged wall 
temperatures fH and Tc were calculated using an appropriate 
averaging scheme based on the extrapolated temperature 
distribution curves mentioned earlier and represented by the 
data in Table 1. Note that since the temperature distribution 
along each wall is nearly linear, the difference fH — Tc is 
practically the same as the nearly constant wall-to-wall 
temperature difference. The physical properties k, a, /3, and v 
appearing in definitions (2, 3) were all evaluated at the average 
enclosure temperature, which is defined as 

^avg — ~Z~ ( 'H + *C ) (4) 

The Nu(Raw) correlation of the data of Table 1, equation 
(1), agrees within 5 percent with empirical correlations 
published earlier [20]. Of interest is that the data in Table 1 
and equation (1) fall between the two theoretical curves 
recommended by Oseen-linearized analysis of laminar flow, 
under the assumption of isothermal walls or constant-heat-
flux walls, respectively 

Nu = 0.364 Ra#4 , isothermal walls [21] (5) 

Nu = 0.25 (-£) constant-heat-flux wall [18] (6) 

The experimental measurements agree better with the isother
mal wall formula (5); however, the slope of the empirical cor
relation (1) on the log Nu-log Raw field is nearly identical to 
that of equation (6) [note that 2/7 = 0.286; note also that 
equation (6) is the same as equation (33) of [18] translated here 
in the language of definitions (2, 3)]. 

The task of correlating the near-4°C heat transfer data sum
marized in Table 2 requires special attention, because the cor
relation method on which equation (1) and Fig. 7 are based is 
the result of linearizing the density-temperature function. 
Figure 8 shows clearly how this correlation method 
deteriorates as temperatures approach 4°C. The maximum 
density flow pattern inhibits the transfer of heat causing a 
decrease in the Nusselt number which has not been accounted 
for in the development of the high-temperature correlation 
[equation (1)]. Note also that even in the range of 
temperatures immediately above 4°C, where the density max
imum has not necessarily been crossed, the data still tend to 
deviate from the constant value assumed by equation (1) 
(shown as a dashed line in Fig. 8). This is because the coeffi-
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Fig. 10 Correlation of heat transfer results in water at temperatures 
near 4°C 

cient of thermal expansion j3, used in connection with the 
linear density-temperature approximation, changes so rapidly 
in the range of temperatures near the density maximum that 
averaging it in the normal fashion leads to significant errors. 

The approach to correlating the near-4°C heat transfer data 
is conceptually the same as the one that leads to the high-
temperature correlation: It consists of first identifying the 
proper scales of natural convection in fluid with density max
imum, much in the way that equation (1) follows from having 
first identified the proper scales of natural convection in a 
Boussinesq-incompressible fluid (the scale analysis recom
mends a proportionality of type Nu ~ Ra]^4 as in equation 
(5); however, empirical data and more refined analyses [21, 
22] recommend a relationship in which the exponent of RaH is 
slightly greater than 1/4). 

Scale Analysis. Consider the boundary layer regime for 
natural convection in near-4°C water: In cases where the side-
wall temperatures occur symmetrically above and below 4°C, 
the maximum density sinking jet originates from near the top 
of the enclosure as shown in Fig. 9. The convection pattern 
consists of two boundary jets rising along the differentially 
heated side walls, and a maximum density sinking core 
whose temperature is T,„ = 4°C. The scales of the two ther
mal boundary layer thicknesses 5H and 8C can be deduced 
from the classical conclusion that in Pr > 1 fluids the thermal 
boundary layer thickness scales as [5] 

.«(. 
gtfAp/p\ 

(XV ) 
(7) 

Modeling the relationship between density and temperature 
near 4°C as parabolic 

P = P3.98-c[l-7Cr-3.98°C)2] (8) 

the term Ap/p appearing in equation (7) is replaced by y{TN 

- T,„)2, hence 

5„~4^(7W'")2r'/4 w 
Similarly, for the cold-side boundary layer we obtain 

4 gyffi(T,„-TcY 
] (10) 

The quantity in the square brackets in equations (9) and (10) is 
the Rayleigh number for fluids with parabolic density varia
tion near the density maximum. It is worth keeping in mind 
that although more general water density models exist (e.g., 
[23]), the parabolic model (8) is sufficiently accurate in the 
temperature range 0°C-10°C [24]. 

The scale of the overall heat transfer rate from TH to Tr can 

Tm+AT f 

warm 
wall 

< ? T m - A T 

<m<> 

cold 
wall 

W W 

u 

' U T 1 
- I s^A i m — 1 — 

H 

T = T m 

s tagnan t 
f l u i d 

H-L-H 
Fig. 11 Schematic of slender vertical slot filled with cold water at a 
mean temperature of 4°C 

be estimated as the heat current through two boundary layer 
resistances RH, Rc in series 

Q~ 
T„-Tr 

R, v +R ( H ) 

where RH ~ bH/(kHW) and Rc ~ 5c/(kHW). In dimen-
sionless Nusselt number notation, equation (11) assumes the 
form 

Nu = 
Ra yH ' + C, Ra-cl/4 

where 

RaT// = 
gytf{TH-T,,y 

Ra 
gyrfiT,,, Tcf 

yC-

(12) 

(13) 

By definition, the numerical coefficients c, and c2 must be 
constants whose value is near unity [for example, cl represents 
the ratio between the actual thermal resistance RH and its scale 
hH/{kHW), in other words RH = cx6H/(kHW)). 

Figure 10 shows that equation (12) correlates successfully 
the low-temperature heat transfer measurements of Table 2. 
The solid line drawn through the swarm of experimental 
points is the same as equation (12) in which the numerical con
stants have assumed the values c, = 0.31, c2 = 0.5. These 
constants were chosen such that the standard deviation be
tween equation (12) and measurements was minimized when 
summed over all the experimental points. 

In the present scale analysis the positioning of TH and Tc 

relative to T„, is accounted for by means of the two Rayleigh 
numbers RayH and RaTC. Alternatives to this description are 
the use of Gebhart's parameter/? = (T„, - TC)/(TH - Tc), 
or the inversion parameter of Nguyen et al. [25], namely 
-2(Tm-Tc)/{T„-Tc). 

Part II The Slender Enclosure Limit 

The experiments and scale analysis presented so far refer to 
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Fig. 12 Results of the analytical solution for the slender enclosure 
limit 

the "high Rayleigh number reg ime" in which the vertical side 
walls are lined by distinct boundary layers. In this second part 
of the study we focus on the laminar flow in the limit of ex
tremely narrow vertical slots, L/H — 0. 

Scale Analysis. In order to construct an analytical solution 
for the flow in the closed cavity of Fig. 11, we begin with the 
conservation equations for mass, momentum, and energy 

dU dV -0 (14) 
dx dy 

>(u 
du du 

+v — 
dx dy • ) -

dP 

~~dx 

dP 

• + / l V 2 M 

/ dv dv\ dP 
p[u-r-+V-—-) = — + nV2V-pg 

V dx ay / dy 

( dT dT\ 
[u +v 
V dx dy) 

-aV2T 

(15) 

(16) 

(17) 

Assuming that the region occupied by the flow is slender, 
L/Ly <3C 1, the Laplacian operators appearing in equations 
(15)—(17) can be replaced with d 2 /dx 2 . Fur thermore, since 
water near 4°C is a high Prandtl number fluid, P r = 12, the 
inertial terms appearing in the momentum equations can be 
neglected relative to the terms accounting for friction and 
buoyancy ([5], Ch. 4). Finally, substituting the parabolic den
sity-temperature model into the buoyancy term of equation 

y* l 

y*=o 

Fig. 13 Streamline pattern obtained from the analytical solution for the 
slender enclosure limit 

(16), the momentum and energy equations assume the con
siderable simpler form 

d3v dT 
- + 2gy(T-Tm) — (18) 0=) 

dx3 

dT dT 
U h V = 

dx dy 

d2T 

~dx2 (19) 

If the temperature difference maintained across the flow 
region is of order AT (Fig. 11) then the scaling implications of 
the mass, momentum, and energy equations (14), (18), and 

are (19) in the flow region of thickness L and height Ly 

u v 

T~~L~, 

v 

u 
-gy-

(AT)2 

AT 
or v • 

AT AT 

(20) 

(21) 

(22) 

Solving equations (20)-(22) for the unknown scales of the flow 
we find 

Ly~LRaL 
a 

T 
a 

v~TR&L (23) 

where RaL is the Rayleigh number based on slot width, R a t = 
gL3y(AT)2/(av). 

Similarity Solution. The chief conclusion of the scale 
analysis is that Ly is of order L Ra L ; in other words the ver
tical extent of the flow region is directly proportional to (AT)2. 
A more refined version of this conclusion is available in the 
form of an interesting similarity solution for the penetrative 
flow sketched in Fig. 11 (note that since the side wall 
temperatures embrace the temperature of the density max
imum, the flow is upward along both walls). Introducing the 
set of dimensionless variables recommended by the results of 
scale analysis 
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a/L •• v » 

' * L'y* LRa, ' AT 
• R a , 

(24) 

and making use of the dimensionless stream function ^(xt, 
yt) defined as ut = d\p/dylt and vt = - dyjj/dx^, the govern
ing equations (14), (18), and (19) reduce to 

d\p 

a< =2e dx 
* > 

dO d*p 86 d2e 
~dxl 

(25) 

(26) 
fy* to, to, dyt 

The unknowns of the problem are the flow and temperature 
fields >/< and 6. The yt dependence of both fields is already 
known from the scale analysis; for example, from equation 
(23) we deduce that u is independent of y, hence \j/ must be 
directly proportional to yt. In conclusion, the xt and yt 

dependence of both \p and 6 can be made visible through the 
transformation 

+ =yJ(xJ,0=y.l/2Hx,) (27) 
where the unknown functions/and r are the similarity stream 
function and temperature profiles across the cavity. 
Substituting equations (27) into the governing equations (25, 
26), we obtain the two similarity equations f o r / a n d T 

/ ' " = T 2 (28) 

fr'—^-f'r = r' (29) 

The boundary conditions for /and r, which must also beyt in
dependent, are 

/ = / ' = 0 , r = l a t x = — — (30) 

/ = 0 , T = 0at*„ = 0 

Note the physical implication of the T(— 1/2) = 1 condition 
relative to the system shown in Fig. 11. Along the warm wall 6 
is equal to yjn, which means that the wall temperature 
decreases from Tm + ATedy = Ly to Tm at y = 0. This type 
of wall temperature variation must be assumed if the solution 
(27) is to exist. This assumption, however, is realistic if we 
keep in mind: (1) the tendency of sinking core fluid to ac
cumulate at the bottom of the cavity, and (2) the presence of 
longitudinal conduction through the material of the vertical 
wall (the conduction effect will bridge the gap between the T,„-
cold fluid accumulated near the bottom of the wall and the 
heated upper portion of the wall; in this way the warm wall 
assumes a temperature distribution that resembles the form 
demanded by the present similarity solution). In conclusion, 
the similarity solution for the slender enclosure limit is valid 
for values of R close to 1/2, which correspond to cases where 
the flow density along the warm wall is about the same as that 
along the cold wall. The same restriction on the size of R is im
plicit in the scale analysis presented at the end of Part I. 

The problem stated as equations (28)-(30) was solved 
numerically via finite differences and relying on a trial-and-
error "shooting" method in order to satisfy the boundary 
conditions at the end of the integration interval (i.e., at x^ = 
0). The resulting / and r profiles are reported graphically in 
Fig. 12. The temperature profile is almost linear, indicating 
that the side-to-side heat transfer mechanism is by diffusion, 
albeit in a flow region whose height varies as (AT)2. The 
stream-function profile/, shown in the upper half of Fig. 12, 
was used in conjunction with equation (27) in order to plot the 
i/< = constant lines reported in Fig. 13. The flow is symmetric 
with respect to the centerline of the vertical slot, as the side 
wall temperature distributions have been assumed symmetric 

relative to the temperature of maximum density (Fig. 11). The 
vertical penetrative flow of Fig. 13 is similar to the one en
countered in open thermosyphons in the same limit of suffi
ciently slender vertical spaces [26, 27]. The vertical velocity 
profile fills the entire width of the cavity: This feature 
distinguishes the slender enclosure limit from the distinct 
boundary layer regime of Part I. 

Heat Transfer. The overall heat transfer rate effected by the 
similarity flow documented above can be expressed in the 
Nusselt number notation employed earlier [equation (2)], as 

Nu = 0.667RaL (31) 

The overall heat transfer rate increases as RaL because the 
Ly/L ratio increases and, at the same time, the height of the 
pool filled with inert (isothermal) Tm fluid decreases. This last 
comment is in fact the basis for determining the parametric 
domain in which the "slender-cavity" results discussed above 
are valid. These results are valid as long as the cavity is tall 
enough so that the overall height H exceeds the height of the 
flow H ^> Ly, in other words when 

H 
Ra, « (32) 

In a slender cavity with fixed geometry (H/L » 1), as the 
temperature difference AT of Fig. 11 increases, the flow ex
tends downward and reaches the bottom of the cavity when 
RaL is of order H/L. As AT increases beyond this critical 
value, the flow enters the boundary layer or high Rayleigh 
number regime discussed in the first part of this study. 

The criterion that defines the slender enclosure limit, equa
tion (32), bridges the gap between Part I and Part II of the 
present study. The experiments outlined in Part I fall in the 
high Rayleigh number domain of distinct vertical boundary 
layers, whereas Part II covers only the slender enclosure limit: 
This is why the slender enclosure heat transfer scaling Nu ~ 
RaL of equation (31) was not compared with the experimental 
data. Regarding experimental results for the slender enclosure 
limit, the evidence that such flows exist and that they follow 
the similarity theory is quite plentiful in the field of open ther-
mosyphon convection [the equivalence between the slender 
enclosure limit of the present flow and the slender enclosure 
limit of the open thermosyphon is noted in the paragraph 
below equation (30)]. Together, Part I and Part II cover the 
cold water convection phenomenon over a complete Ra range 
in the laminar flow regime. 

Concluding Remarks 

The primary objective of this study has been to document 
the flow features and the proper scales of the phenomenon of 
natural convection in a vertical space filled with near-4°C 
water. Experiments conducted in an enclosure 0.74 m in height 
have shown that when the warm and cold vertical side walls 
are maintained at temperatures above and below 4°C, respec
tively, the natural circulation pattern consists of boundary 
layers that rise along these two side walls. The rising boundary 
layers meet at the top of the enclosure and form a maximum 
density jet with a temperature very close to 4°C that sinks 
through the core of the enclosure. The sinking jet is wavy in its 
early stages; eventually it stagnates near the bottom of the 
enclosure before being entrained into the two jets that rise 
along the side walls. The two wall jets are laminar over their 
entire height. 

Because of the large height of the experimental apparatus, 
the flow regime documented in the experimental part of this 
report may be termed the "high Rayleigh number regime" or 
the "boundary layer regime." The overall heat transfer rate 
measured between the differentially heated side walls was suc
cessfully correlated as a Nusselt number-Rayleigh number 
function, by making use of the results of scale analysis. 
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It was shown analytically that, in the limit of extremely nar
row vertical slots (L/H « 1, Fig. 11), the Nusselt number and 
the vertical penetration depth of the flow are proportional to 
the Rayleigh number based on slot width and on the parabolic 
density temperature relationship of water near 4°C. The lower 
portion of the vertical enclosure fills with maximum density 
fluid up to a certain level governed by the Rayleigh number. 

Finally, this study draws attention to the boundary of the 
domain in which water natural convection heat transfer 
measurements can be correlated using the assumption that 
density varies linearly with temperature. 
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Natural Convection in an Inclined 
Rectangular Channel Heated From 
the Bottom Surface 
The phenomenon of natural convection in an inclined rectangular channel heated 
from the bottom surface has been experimentally investigated. The experiments 
covered a range of modified Rayleigh numbers Ra%, by using the shortest distance d 
between two opposing side walls as a representative length, between 1.8 x 102 and 6 
X 105, and a range of inclination angles of the side wall with respect to the horizon
tal 6 between 30 deg and 90 deg. Air was used as the working fluid. An experimental 
correlation equation is given for the Nusselt number Nud as a function of sin 8 and 
Ra% for W/l (width to length of the channel) = 0.1-0.5. 

Introduction 
Natural convection in an inclined rectangular channel 

heated from below is caused by density differences in a body 
force which result from heat transfer. In general, this cir
culating fluid system is called an open thermosyphon. The in
formation relating to open thermosyphons can be used to 
predict the natural convection heat transfer rate in heat ex
changers with fins and to estimate the convective heat loss 
from an air gap in the insulation materials of heat storage 
vessels. Other industrial thermosyphon applications include 
gas turbine cooling, natural ventilation in underground 
passageways, and the use of thermosyphons for the preserva
tion of permafrost under buildings in arctic regions. 
Analytical and experimental studies for open thermosyphons 
with either a circular or rectangular-shaped cross section have 
been conducted extensively in the vertical arrangement, giving 
rise to a gravitational acceleration component parallel to the 
axis of the thermosyphon. For example, Lighthill [1] and Mar
tin [2] studied a circulating flow driven by buoyancy forces in 
a vertically open thermosyphon with a circular cross section. 
Hasegawa et al. [3] conducted the initial study of a vertical 
parallel plate thermosyphon. Using an equivalent hydraulic 
radius, they compared their results with LighthilFs laminar 
analysis and obtained generally good agreement in the bound
ary layer flow region. Japikse [4] has provided a review of 
previous results of various thermosyphons up to 1972. 

For a vertical open rectangular thermosyphon heated from 
below, the interference or mixing between incoming cold fluid 
and the issuing of hot fluid from the thermosyphon has a 
strong influence on the heat transfer in the thermosyphon. For 
an inclined open thermosyphon heated from below, it could be 
presumed that the mingling of hot and cold fluids would be 
reduced in the entrance region of the thermosyphon since the 
incoming cold fluid (heavier) descends along the lower side 
wall and the issuing hot fluid (lighter) ascends along the upper 
side wall. 

The primary objective of the present study is to clarify ex
perimentally the effects of inclination angle, dimensions of the 
rectangular channel, and temperature difference between the 
incoming cold fluid and the heated bottom surface on the heat 
transfer rates in an inclined rectangular channel heated from 
the bottom surface. The temperature profiles, flow visualiza
tion in the inclined rectangular channel, and measurements of 
heat transfer rate from the bottom heated surface are 
presented. A useful nondimensional correlation of heat 
transfer is derived from the experimental data involving the 
abovementioned factors. 
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Fig. 1(a) Schematic diagram of experimental apparatus 
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Fig. 1(d) Detail of test section 

Experimental Apparatus and Procedure 
A schematic diagram of the experimental apparatus is 

shown in Fig. 1(a). The major components of the experimental 
apparatus are the heating part as a heat source, the inclined 
open rectangular channel as a test section, and the cooling part 
as a heat reservoir. The cooling part consists of a large acrylic 
resin box (3.5 m x 1.5 m X 0.5 m), a fin-type heat exchanger 
cooled by circulating tap water to control the temperature in 
the box, and a baffle plate with many circular holes to calm 
the air flow. A detailed diagram of the heating and the in
clined open rectangular test section is presented in Fig. 1(b). 
The test section was an inclined rectangular channel con
structed of two parallel inclined side walls (2-mm-thick 
bakelite plate) with a length of / = 100 mm, a bottom heating 
surface (5-mm-thick copper plate), and baffle plates (2-mm-
thick glass plate) at the front and the rear in the depth direc-
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Fig. 2{a) 0 = 90 deg
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Fig. 2{b) 8 = 75 deg

Fig. 2{c) 8 = 60 deg

tion (Z direction). A center part of 200 mm in the depth direc
tion was used as the test section and both sides (50 mm length)
of the test section in the depth direction were used as a guard

--__ N omencIature

Fig. 2(d) 0 = 45 deg

Fig. 2{e) 0 = 30 deg

Fig. 2 Visual observation of flow patterns for W = 50 mm

part of heat losses. Five different test sections were con
structed by changing the width W of the channel (W = 5 mm,
10 mm, 20 mm, 30 mm, and 50 mm) under a constant length
of sloping side walls 1 = 100 mm. The inclination angle 0 with
respect to the horizontal was increased from 30 deg to 90 deg
(vertical) by increments of 15 deg. The heating part positioned
at the bottom of the test section consisted of a well-polished
copper plate (emissivity t = 0.065, 5 mm thick) as a heating
surface, a main mica electric heater (maximum output of 1
kW), and a guard mica electric heater of the same capacity as
the main heater. It was, therefore, possible to maintain the
surface temperature of the heating wall at an almost uniform
temperature condition since the temperature gradient was
within ± 2 X 10- 3 ·C/cm in both the X and Z directions.

In order to minimize the heat loss from the two sloping side
walls to the environment, an air gap (2 mm) was provided be
tween the heating surface and the bottom end of the sloping
wall, and insulating materials were packed behind the sloping
side walls. The heat loss from the experimental apparatus to
the environment was ascertained to be less than ± 6 percent
from the use of heat flux meters which were attached to the
rear side of the sloping side walls. Three traversing probes (0.8
mm o.d.), each mounted with a 0.1 mm copper-constantan
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variables were evaluated at the average of the heated surface 
temperature and mean fluid temperature in the entrance 
region of the rectangular channel. Error estimation of the heat 
loss was performed by evaluating the heat loss from the side 
walls by heat flux meters mounted on them. The conduction 
loss from the electric wire and thermocouple wire were found 
to be negligible. In the preliminary experiments, the heat loss 
from the apparatus was confirmed to be within a few percent 
by calculating the heat flow when soft rubber of known ther
mal conductivity (= 0.16 W/mK) was packed into the cavity 
without an air gap for various surface temperatures of the bot
tom heating wall. 

Another apparatus basically similar to that mentioned 
above was constructed to study the flow patterns visually. 
Water was the working fluid. To visualize the flow pattern, a 
200-W projection lamp was arranged over the test section. The 
tracer particle was a mixture of aluminum powder and white 
liquid detergent. The aluminum particles (diameter 5-10 /mi) 
were mixed with distilled water containing alcohol and the 
detergent in order to obtain a good affinity between the tracer 
particles and test fluid (water). After the tracer was left in a 
beaker for one day, the tracer particles floating in the middle 
depth of the beaker were withdrawn by a syringe and then in
jected slowly into the test section. Photographs of the flow 
patterns were taken using ASA 400 film. Typical exposure 
times varied between 8 and 50 s. 

thermocouple, were set at the position of Y = 0 .1 / / , 0.5//, 
and H (height of the rectangular channel) to obtain the 
temperature distribution of the air layer. Experimental data 
were taken after the thermal and fluid-dynamic conditions had 
reached steady state. Steady state was achieved by obtaining a 
constant temperature over time at each measuring point and 
also by observing the flow behavior by means of smoke wire 
visualization. It took 5-12 hr to reach the steady-state condi
tion after starting an experimental run, mainly because it was 
necessary to adjust the temperature at each measuring point 
and heat balance of main and guard heaters. The physical 
properties which were used to determine the nondimensional 

Results and Discussion 

Flow Patterns. Typical flow patterns for various inclination 
angles d are shown in Fig. 2 for W = 50 mm (Ra^ = 9.4 x 
104 - 9 x 105). For 6 = 90 deg (vertical) and Ra^ = 9 X 105 

in Fig. 2(d), the incoming cold water from the right side im
pinges on the left side wall and descends along the left side 
wall while spreading in the depth direction (Z direction). One 
large eddy appears near the upper part of the right side wall 
due to a generation of flow separation of incoming cold fluid 
at the upper right corner, while another small eddy emerges 
near the lower left corner. This small eddy may be induced 
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Fig. 4 The relationship between Nusselt number Nu d and inclination 
angle for IV = 50 mm 

mainly by a buoyancy force generated with the heat from the 
upward-facing bottom surface. From this flow behavior for 8 
= 90 deg, it is said that the flow pattern for 8 = 90 deg 
becomes three dimensional and unstable because of in
terference between incoming cold fluid and issuing hot fluid. 
For 8 = 75 deg and Raj = 7.8 x 105 in Fig. 2(b), one can 
note that the issuing hot fluid ascends along the upper part of 
the sloping wall and it collides with the incoming cold fluid 
from the right side. Consequently, the interference between 
both fluids appears to generate some complicated eddies in the 
center core region in the rectangular channel. For 8 = 60 deg 
and Raj = 6.1 x 105 in Fig. 2(c), the vigor of the ascending 
hot fluid is increased and the incoming cold fluid descends 
along the sloping wall at the right side. Note that the dif
ference in Raj between 8 = 75 and 60 deg or other 8 is caused 
not only by the inclination angle 8 but also by the temperature 
difference AT in the experiments. One large eddy emerges be
tween both fluid flows and the flow pattern tends to become 
two dimensional and stable. As the inclination angle 6 is 
decreased from 45 deg in Fig. 2(d) for Raj = 4.5 x 105 to 30 
deg in Fig. 2(e) for Raj = 9.4 x 104, the interference between 
the incoming cold fluid and the issuing hot fluid is reduced, 
and the flow circulating speed of both fluids is decreased. As 
the value of 8 is decreased, it is noticed that the stability and 
two dimensionality of the flow are promoted, and the region 
of stagnation is enlarged to the left of the bottom surface. 

Temperature Distributions. Typical temperature distribu
tions Tin the ^direction at positions of Y = 0 .1/ / , 0.5//, and 
H are presented in Fig. 3 for W = 50 mm. In this figure, the 
vertical bars indicate the temperature fluctuations which are 
caused by flow instability or flow interaction between incom
ing cold fluid and issuing hot fluid. As a result of comparing 
these temperature profiles for air and flow patterns for water, 
the temperature profiles seem to be consistent with the flow 
patterns. In the case of a vertical arrangement (8 = 90 deg) as 
shown in Fig. 3(a) for Raj = 7.2 x 105, one can note that the 
fluid temperature at the entrance region of Y = H is lower 
than that of Y = 0 .1 / / and 0.5/ / and its variation in the X 
direction becomes small. This behavior of the fluid 
temperature profile can be explained by the fact that the in
coming cold fluid spreads widely in the entrance region of the 
channel. For Y = 0.1// in the vicinity of the bottom heating 
surface, the fluid temperatures near both sides of X = 0 mm 
and 50 mm become higher than the fluid temperature at the 
center region of X = 23-30 mm. These higher temperatures 
near both side walls result from the ascending hot fluid heated 
by the heating surface. For 8 = 60 deg and Raj = 4.9 x 105 
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Fig. 5 A comparison between the present data and the empirical cor
relation of a horizontal flat plate with heated surface facing upward 

Fig. 6 A comparison between the present data and Lighthill's results 
for an open thermosyphon with circular cross section 

in Fig. 3(b), the fluid temperature at Y - H is reduced 
gradually with increasing X. This temperature behavior cor
responds to the flow behavior of the incoming cold fluid at the 
right side of Y = H and the issuing hot fluid at the left side of 
Y — H. The tendency of fluid temperature distribution for Y 
= 0. \H and 0.5/ / for 8 = 60 deg is similar to that for 0 = 90 
deg; however, the temperatures for the former become higher 
than those for the latter. For the small inclination angle 6 = 30 
deg and Raj = 9.1 x 104, as can be seen in Fig. 3(c), it is 
understood that the difference of fluid temperatures in the 
vicinity of W = 0 mm and 50 mm becomes larger than that for 
8 = 90 or 60 deg. These behaviors of the temperature profiles 
are caused by the interference of the incoming cold fluid and 
the issuing hot fluid in the entire cavity. 

Effect of Inclination Angle 6 on Nusselt Number Nud 

The effects of 8 on the average Nusselt number Nurf are 
presented in Fig. 4 under various temperature conditions for 
W = 50 mm. From Fig. 4, it is seen that the variation of Nud 

is very small in the range of 60 deg = f? ^ 90 deg and for 8 < 
60 deg the value of Nud is decreased abruptly with a decrease 
of 8. This abrupt decrease of Nurf in the range of small inclina
tion angle is induced by the enlargement of the stagnation 
region at the left side of the heated bottom surface. 

Nondimensional Presentation of Heat Transfer Data 

The present data are compared with the empirical correla-
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Fig. 7 The relationship between Nusselt number Nu d and modified 
Rayleigh number Raj 
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tion [5] of convection heat transfer for a horizontal plate with 
heated surface facing upward in the relation of Nu^ versus 
Ra^. using a width of the rectangular channel as a represen
tative length. The results obtained are presented in Fig. 5. In 
Fig. 5, the dashed line is the extension of the experimental cor
relation of a horizontal plate shown by the solid line reported 
by some researchers [5-9]. From this figure, it can be seen that 
the present data lie below the empirical correlation of the 
horizontal plate with the heated surface facing upward. 

Using an equivalent hydraulic radius, the present data for 
the inclined channel heated from the bottom surface with a 
rectangular cross section for 6 = 90 deg are compared with 
Lighthill's analysis [1] of the circular thermosyphon heated 
from the vertical side and bottom surfaces. The results ob
tained are presented in Fig. 6. In Fig. 6, it is noticed that the 
present data are somewhat lower in magnitude than those 
from the analysis for boundary layer flow analysis, but higher 
than those from the analysis for the impeded laminar regime 
provided by Lighthill [1]. These differences of Nur may be ex
plained by the fact that there are differences in the cross-
sectional shape and the heating surface between these studies. 

As noted above, it is difficult to correlate the heat transfer 
data of the inclined thermosyphon of rectangular cross section 
with the method of [1], The function cos 6 or sin 8 has been 
used in the past as a correlating parameter for natural convec
tion in inclined slots [10]. In this study the heat transfer data 
are replotted in Fig. 7 as the Nusselt number Nurf versus 
modified Rayleigh number Raj, using the shortest distance d 
between the two opposing side walls as a representative length 
and the gravitational component to the sloping direction sin 6 
(see Fig. lb). In Fig. 7, one can note that the value of Nurf in
creases at a constant rate with increasing Raj and inclination 
angle 8, and it decreases with decreasing 6 at a given Raj 
number. This inclination angle 8 influences not only the 
gravitational component to the main flow direction, but also 
represents the effects of the dimension of inclined rectangular 
channel on the convection heat transfer. That is, the value of 

sin 8 implies the nondimensional dimensions of H/l and d/W. 
For the nondimensional variables of H/l, the value of sin 8 
decreases with increasing length of sloping wall / under the 
condition of constant height of the channel H. Consequently, 
the value of Nud is decreased with a decrease of sin 8 ( = H/l) 
owing to the fact that the flow velocity decreases because of 
the increase of the resultant viscous force of fluid from the 
sloping walls with increasing H, as can be observed by 
photographs of flow patterns in Fig. 2. 

With regard to the nondimensional variable d/W, the value 
of sin 8 decreases with d for constant W. Consequently, the 
value of Nud is decreased with a decrease in sin 8 ( = d/W), 
since the influence of the resultant viscous force from both 
sloping walls is enhanced with a decrease in d. While the value 
of W increases for constant d, the value of Nud is decreased, 
because the stagnant region of flow in the vicinity of the bot
tom heating surface is enlarged with a decrease in sin 8 ( = 
d/W). From these results, it may be said that the value of sin 8 
is suitable to express the variable of the dimension effect of the 
inclined channel with a rectangular cross section. Therefore 
the heat transfer data can be nondimensionalized with the 
function of Nurf = c(sin 8)'" Raj". The experimental correla
tion equation for Nurf was obtained with a standard deviation 
of ± 8 percent by using the least square method as follows 

Nurf = 0.381 (sin 0)°-674RaJ°-258 

30deg ^8^ 90deg, 2x 103 ^ RaJ$= 6x 105 

Figure 8 presents plots of Nud/(sin 0)0-674 versus Raj for all 
data. This method of plotting data tends to bring the data 
together for different angles of inclination. From this figure, it 
is understood that the correlation equation proposed in the 
present study is a good representation of these experimental 
data in the range Raj = 2 x 103-6 x 105. On the other hand, 
for Raj < 2 x 103 data lie below the experimental correlation 
curve. This disagreement can be explained by the fact that the 
heat transfer rate for Raj < 2 X 103 becomes smaller than 
that of the boundary layer flow for Raj > 2 X 103 since for 
weaker heat flux in the range of Raj < 2 x 103 the buoyancy 
force is less and the effect of shear is relatively enhanced, caus
ing the boundary layer to try to fill the entire cavity. Thus, the 
flow is impeded, compared with the boundary layer flow for 
Raj > 2 x 103. For still weaker heat flux (small Rayleigh 
number), the volume of stagnant flow is increased with 
decreasing Rayleigh number in the cavity, which results in a 
small Nusselt number. Moreover, it can be noted that the 
slope of Nud to Raj in the present inclined channel is almost 
similar to that for a heated plate as shown in Fig. 5, but the 
present data are below those in the case of an upward-facing 
heated plate. This difference is due to the fact that the channel 
flow in the present study is more restricting than the free flow 
of the bottom heating wall, which causes the flow interaction 
in the inlet and outlet and the friction loss in the side walls. 

Conclusions 

The present study appears to be the first systematic ex
perimental investigation of natural convection in an inclined 
rectangular channel heated from the bottom surface. From the 
results obtained, it was demonstrated that the inclination 
angle had an important role in the determination of flow pat
tern and the convective heat transfer coefficient in a rec
tangular channel. It was also found that the value of sin 8 is an 
important parameter in predicting the effect of the inclined 
angle on the heat transfer coefficient. Finally the nondimen
sional heat transfer coefficient in terms of Nusselt number was 
found to be Nud = 0.381 (sin 0)0-674 Raj0258 in the range of in
clination angle 6 = 30 -90 deg and modified Rayleigh number 
Raj = 2 x 103 - 6 x 105. 
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Effect of Plate Inclination on 
Natural Convection From a Plate to 
Its Cylindrical Enclosure 
Presented in this paper are the local and mean heat transfer coefficients for an in
clined, thin, heated flat surface enclosed in a long isothermal cylinder. Holographic 
interferometry was used to identify variations of the convective coefficient on both 
sides of the plate. There are significant local variations when the surface is oriented 
at different angles to the gravitation vector. An overall heat transfer coefficient is 
identified which is influenced by opposing inclination effects on either side of the 
surface. Results are significantly different from those of a surface in an infinite en
vironment due to the recirculation required by the enclosure geometry. The effects 
of inclination become minor at angles greater than 60 deg from the horizontal. 

Introduction 

Natural convective heat transfer is of significant importance 
in the design of many energy converting devices and energy 
distributing systems. In particular, natural convection within 
enclosures is receiving intense study in the areas of en
vironmental control, thermosyphons, waste heat control, and 
the applications of solar energy. By comparison, nonenclosed 
natural convection is much better understood than enclosed 
natural convection. In an enclosure the boundaries impose 
constraints on the flow and temperature distribution and 
thereby influence the local and overall heat transfer rates. 
Recirculating systems impose additional complexities 
associated with restrictive length scales and influences of near
by boundaries. 

In recirculating natural convection the geometry and its 
orientation to the driving potential (the buoyancy force) in
fluences the process. From experimental observation it is 
known that parameters such as aspect ratio (normally some 
measure of the relative dimensions parallel and normal to the 
buoyancy force) and details of the surface thermal boundary 
conditions play an important role. The specific geometry to be 
addressed in this paper consists of an air-filled cylindrical 
enclosure with its longitudinal axis horizontal. Within the 
enclosure is a flat rectangular plate whose span is slightly less 
than the cylinder diameter. The plate can be rotated within the 
cylinder a full 360 deg. The geometry is shown in Fig. 1 as 
viewed along the cylinder axis. The main objectives of the 
study are to determine the effects of the enclosure on the plate 
heat transfer rate and the effects of plate orientation on the 
local and overall heat transfer. 

Many studies can be found in the open literature of natural 
convective heat transfer from horizontal and vertical flat sur
faces. In addition, inclined surfaces have been studied by Fujii 
and Imura [1], Miller and Gebhart [2], Unny [3], Hassan and 
Mohamed [4], and others. Most enclosure studies have ad
dressed inclined rectangular enclosures [5, 6, and others]. A 
few studies have been carried out in geometries similar to the 
plate-in-tube of concern here, such as by Ortabasi [7] and 
Roberts [8]. However, they have not detailed the 
phenomenological effects of orientation on the local heat 
transfer rates. 

The results presented are confined to the specific geometry 
indicated. Effects such as the ratio of plate span to cylinder 
diameter, Prandtl number, and other fluid properties are not 
considered. The boundary conditions are an isothermal, cool
ed, cylinder wall and an isothermal, heated plate (the plate 
temperature being equal on both sides). The functional form 

for the nondimensional heat transfer correlation is assumed to 
be 

N u = / ( R a , 6) (1) 
where Nu is the Nusselt number, Ra is the Rayleigh number, 
and 6 the angle of inclination. A length scale is implied in the 
definition of Nu and Ra. This scaling is not immediately ob
vious from the geometry. We have attempted several different 
measures of the length scale, such as the average separation 
between plate and tube, a hydraulic diameter, and the plate 
span. We have found that the plate span L (in this case nearly 
the cylinder diameter) tends to correlate the data best. For fur
ther details of the results of other correlations see Singh [9]. 

The experimental techniques used in this study provide a 
means of measuring the local values of Nu and two indepen
dent means of measuring the overall or mean Nusselt number 
on both sides of the plate. The experimental range of RaL ex
tends from 2.8 x 101 to approximately 2.1 x 106 and the 
plate orientation extends from 6 = 0 to 90 deg at 30 deg inter
vals where d is measured from the horizontal. 

Experimental Apparatus and Procedure 

A drawing of the experimental apparatus is shown in Fig. 2. 
The cylinder was fabricated from aluminum with end flanges 
used to mount 1.27-cm-thick optical glass end piates. A larger, 
second cylinder was secured about the inner cylinder with the 
annular space containing a reverse flow helical coolant jacket. 
Water was circulated from a constant temperature reservoir 
capable of being cooled or heated, as needed, to maintain the 
reservoir at a preset temperature within ±0.1°C. A flow rate 
of 1.3 x 10~4 m3 /s assured a uniform inner cylinder 
temperature within 5 percent of the plate-cylinder 
temperature difference for all test conditions. The uniformity 
was monitored using six thermocouples, four mounted at 90 
deg intervals at the midplane and one at either end of the 

Tube with controlled 
surface temperature 

Heated, isothermal 
absorber plate 

Contributed by the Heat Transfer Division and presented at the 
ASME/JSME Thermal Engineering Conference, Honolulu, Hawaii, March ' 
1983. Manuscript received by the Heat Transfer Division February 15, 1984. Fig. 1 Geometry and orientation of the plate-in-tube arrangement 
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( AH Dimensions in mm ) 

Fig. 2 Schematic of experimental apparatus 

cylinder. The entire apparatus was mounted, using vertically 
adjustable supports, on a vibration isolation table. 

The heated plate assembly was constructed from a uniform 
resistance foil heater sandwiched between two 0.76-mm-thick 
aluminum plates. A high thermal conductivity paste was used 
to assure uniform thermal contact between the heater and each 
plate. The total thickness was 1.8 mm. The temperature of the 
plate was measured with five thermocouples embedded be
tween the heater and each aluminum plate. During all runs the 
spatial temperature variation was never more than six percent 
of the plate-cylinder temperature difference. 

A given experiment was initiated once the plate was oriented 
at the desired angle. This was accomplished by adjusting the 
plate held by three fine wires connected to the center of each 
end of the plate as shown in Fig. 2. The orientation was deter
mined by illuminating the cylinder with an expanded plane 
wave from a helium-neon laser. First the cylinder axis was 
configured parallel with the wave direction, then, with the 
plate in position, its shadow was projected onto a fixed, rigid 
screen. The plate was then adjusted to the desired position. 
Once set, coolant water was circulated through the annular 
space forming the heat sink. The plate assembly was supplied 
with d-c power and the interior of the cylinder was brought to 
the desired operating pressure. The inner cylinder was 
evacuated with a mechanical two-stage pump connected to a 
0.5-cm-dia pipe. This opening was also used to extract all of 
the thermocouple and heater wires. A two-way solenoid valve 
was used to maintain the desired pressure inside the enclosure. 
The pressure was measured with a mercury manometer 
referenced to a barometer housed in the laboratory. 

Once a desired pressure was attained, the pump was shut 
off, and the power to the plate heater was adjusted to set the 
final plate temperature. Steady state was determined once 
time-independent readings of the plate and cylinder 
temperatures were achieved. For a given plate orientation a 
range of Rayleigh numbers was achieved by varying both the 
plate temperature and cylinder pressure. A summary of the 
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test conditions is given in Table 1. Note that the temperature 
given is for the plate surface, the average temperature is the 
arithmetic average between plate and cylinder and was used to 
evaluate thermodynamic properties. 

An overall energy balance was used to determine the func
tional form implied in equation (1). This required a knowledge 
of the individual components of heat transfer due to convec
tion, radiation, and all losses. The radiative heat transfer was 
modeled analytically for the situation of an isothermal surface 
forming a diameter of a semicylindrical enclosure where the 
curved surface is at a different temperature than the flat sur
face. The shape factor was calculated based on the analysis 
presented by Leuenberger [10]. The conductive heat transfer 
was calculated from a two-dimensional fine grid finite dif
ference approximation. In order to check these calculations 
the apparatus was evacuated to 0.1 mm Hg so as to suppress 
convection. The resultant combined radiation and conduction 
heat transfer was measured and agreed to within 10 percent of 
the calculated values for all temperature differences used. At 
this low pressure the plate orientation did not alter the ex
perimentally determined heat transfer rate which indicated 
that convective heat transfer was suppressed. As a com
parison, Ortabasi [7], in a smaller apparatus, found no orien
tation effect on heat transfer below 1 mm Hg. Thus the con
vective heat transfer was determined by subtracting the 
radiative heat transfer and all losses from the total power in
put to the heater. 

Energy losses consisted of conduction along the thin sup
port wires holding the plate, the heater lead wires, and con
duction from the glass end plates. Losses along the support 
and electrical wires were calculated to be ±0.5 to 1.0 percent 
of the heat input depending on the heating rate. The loss from 
the glass end plates was determined experimentally and check
ed analytically. During trial runs the end plates were in
strumented with thermocouples on their inner and outer sur
faces. Based on the measured temperature drop across the 
glass and an assumed linear radial temperature distribution, 
the loss was calculated for steady-state conditions. This 

N o m e n c l a t u r e 

A = 

Gr = 

k 
L 

Nu 
Nu 

surface area of the heated 
plate 
Grashof number = 
g&L3AT/v2 

natural convection 
coefficient 
thermal conductivity 
length scale equal to the 
plate width 
Nusselt number = hL/k 
mean Nusselt number 

Pr 
q" 

conv 

Ra 
AT 

X 

= Prandtl number = via 
= local plate heat flux 
= convective plate heat 

transfer 
= Rayleigh number = Gr-Pr 
= plate-cylinder temperature 

difference 
= distance measured along 

the plate from the leading 
edge 

a = 
0 = 

e = 
V = 

Subscripts 
t = 
b = 

thermal diffusivity 
thermal expansion 
coefficient 
plate tilt angle measured 
from the horizontal 
kinematic viscosity 

top side of plate 
bottom side of plate 
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where the symbols are defined in the Nomenclature.
In addition to the mean Nusselt number, representing con-

vective heat transfer from both sides of the plate, the local
Nusselt number was determined from interferograms. The test
apparatus was mounted in a holographic interferometer on a
vibration isolation table. The dual exposure, infinite fringe
method was used to determine the local variation of index of
refraction. Refraction errors were calculated to be insignifi
cant. The fringes were photographically recorded and their
pattern expanded onto a large screen so as to resolve fringe
data to within ±O.3 mm. The local variation of the index of
refraction was found and the temperature inferred using the
Gladstone-Dale equation. The local heat transfer coefficient
was determined at discrete points along the plate from the sur
face temperature gradient using both two and three-point ap
proximations. The local temperature gradient times the ther
mal conductivity divided by the plate-cylinder temperature
difference defines the local heat transfer coefficient h.

(2)Nu

calculation was then experimentally verified by insulating the
glass ends and performing on overall energy balance at low
pressure for various plate temperatures. The end losses were
then determined from a comparison of the known power input
and total radiation and conduction between the plate and
cylinder with and without the ends insulated. This result
agreed to within ± 5 percent of the calculated loss determined
from the measured temperature drop across the glass. Based
on the overall energy balance, the convective heat transfer, ex
pressed as the mean Nusselt number based on the plate span L,
was calculated from its definition

QconvL

kA !:>.T

Fig.3(a) Fig.3(c)

Fig. 3(b) Fig. 3(d)

Fig. 3 Photographs of interferograms for four plate orientations; (a) 0
= 0 deg, (b) 0 = 30 deg, (c) 0 = 60 deg, (d) 0 = 90 deg
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As a consistency check the interferometric data were com
pared to the overall Nusselt number calculated from the 
energy balance. The local heat transfer rate was evaluated at 
twenty positions along both the upper and lower sides of the 
plate. A numerical integration along each side of the plate was 
then used to evaluate the Nusselt number. The mean values 
calculated from the energy balance and the interferometric 
data agreed to within ± 10 percent for the worse case. An er
ror analysis was performed for each data value; the worse case 
for the mean Nusselt number resulted in an uncertainty of 
±12 percent. 

Results and Discussion 

The results presented consist of the mean Nusselt number, 
based on heat transfer from both sides of the plate, the mean 
Nusselt number on each side of the plate, and the local varia
tion of the heat transfer coefficient on each side of the plate. 
Each of these results is related to the Rayleigh number and 
plate inclination angle. Before presenting the quantitative 
results insight into the convective process can be obtained by 
examining the interferograms shown in Fig. 3. Representative 
interferograms are provided for inclinations of 0, 30, 60, and 
90 deg from the horizontal. Fringes represent isotherms but 
also allow interference of the flow pattern. For 0 = 0 deg the 
pattern is symmetric about a central plume which rises from 
the center of the plate and impinges on the cylinder wall. This 
indicates a dual cell configuration with recirculation along the 
cool cylinder wall back toward the outer edges of the plate. 
This and all other patterns shown were stable for the range of 
Rayleigh numbers studied. 

As the plate is tilted to 30 deg the buoyancy produces a force 
along the plate directed from the leading edge. (The leading 
edge is designated as the lower edge when tilted.) This causes 
the flow separation to occur higher up along the plate. The in-
terferogram in Fig. 3(b) indicates separation prior.to the end 
of the plate. Thus, for 30 deg tilt a dual cell structure exists. 

However, it is no longer symmetric; there is a large central cell 
and a smaller cell near the upper edge of the plate. When tilted 
to 60 deg the separation, which occurs in the upper region of 
the cylinder, is nearly at the upper edge. This implies that the 
dual cell formation is eliminated in favor of one large recir
culation pattern. There is, most likely, a very small secondary 
cell near the top, but this is not discernible and not significant 
in the overall heat transfer rate. 

In each of the above mentioned cases, 6 = 0, 30, and 60 
deg, there is asymmetry between the upper and lower sides of 
the plate. For 9 = 0 deg nearly horizontal isotherms exist 
along the lower side indicating a nearly uniform heat loss from 
the lower side of the plate. At 9 = 30 deg a mild convection 
pattern exists in the lower region with separation far up along 
the plate, this is most likely a single cell pattern. At 9 = 60 deg 
the convection pattern in the lower region appears weaker 
than in the upper region as evidenced by the weaker down turn 
of the isotherms. However, separation occurs at approxi
mately the same location on both the upper and lower sides of 
the plate. 

At 9 = 90 deg a symmetric flow on either side of the plate 
exists. The isotherm pattern is evidence of a boundary layer 
near the plate until very near the upper edge where the flow 
must separate. Away from the plate the fluid is stratified but 
the downflow near the cylinder wall influences the stratifica
tion pattern such that the isotherms are not horizontal. The 
location of separation is nearly identical to the 60 deg tilt 
condition. 

The correlation of the combined heat transfer based on the 
plate span L from both sides of the plate for all angles of in
clination is shown in Fig. 4. Note that the Rayleigh number is 
not modified to include only the component of the gravita
tional vector which is parallel with the plate. Data below RaL 

= 103 essentially are independent of Ra£ which indicates that 
convection has not been firmly established. This is in agree
ment with Ortabasi [7] who found no effect of inclination 
below Ra t ~ 103. Between RaL of approximately 103 and 3 X 
104 there is a fair degree of scatter as the onset of convection 
occurs. 

In the region of established convection, RaL > 6 X 104, the 
mean Nusselt number is shown to correlate with RaL in Fig. 4. 
There is good agreement, regardless of the tilt angle, except 
for 9 = 0 deg. For 9 > 30 deg the following is a best fit for all 
the data 

Nu^ =0.495 RaL° 3Odeg<0<9Odeg (3) 

The data for 9 = 0 deg are consistently below the above cor
relation, in fact the data for 9 = 30 deg are also somewhat 
below equation (3). 

The heat transfer averaged over each of the upper and lower 
surfaces of the plate indicates reasons for the decreasing effect 
of inclination on the overall heat transfer as the angle of in
clination increases. First, the upper surface mean correlation 
is shown in Fig. 5. The data for all angles of inclination agree 
well with the following correlation 

Nu t i , = 0.45 Ra/-2 4 3 ; 0 deg < 9 < 90 deg (4) 

where NuL , is the averaged Nusselt number on the top of the 
plate. Apparently the inclination effect is of minor importance 
in the correlation on the upper surface, even though the in
terferograms indicate significant variations in the temperature 
distribution within the enclosure. As a comparison, the heat 
transfer from upward facing, horizontal, heated, surfaces has 
been correlated by Goldstein et al. [11] as Nu£ = 0.54 Ra[ /4, 
where L is the surface area per perimeter. The present results 
show a slight reduction in both the coefficient and exponent of 
RaL, a possible result of the enclosure. 

In contrast to the upper surface the lower surface is 
significantly affected by the inclination of the plate. Figure 6 
shows the mean lower Nusselt number versus Ra£ . As 9 in
creases the buoyancy has an increasing influence on the rate of 
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heat transfer (increasing slope). When 0 = 0 deg, RaL does 
not influence the overall heat transfer, for the range of RaL in
vestigated. The value of Nu L 6 at 0 = 0 deg is not unity 
because of the chosen length scale. We have examined each 
angle separately to determine the best fit slope of the correla
tion n. An inclination angle dependence on n was found to be 

« = «„ + O.159(sin0)4 + 0.175 sin^ -0.247 (5) 

or very nearly 

«s l /6[ (s in0) 4 + (sm0)] (6) 

where «„, the slope of the correlation when the plate is ver
tical, equals 0.237. Using equation (5) the lower surface heat 
transfer results are presented in Fig. 7. The value of 
NuL j /RaJ does not collapse to a single value for all 0 because 
of the effect of inclination on the onset of convection. Only a 
very small difference occurs between 0 = 60 deg and 0 = 90 
deg. This result is consistent with the interferograms which in
dicate nearly identical isotherm patterns and locations of 
separation for these two cases. This evidence suggests that 
once the dual cellular structure is eliminated, by reaching a 
sufficiently large tilt angle, the effect of inclination very nearly 
vanishes. We conclude that for 0 > 60 deg inclination effects 
for the total (both sides) heat transfer are negligible. This is 
substantiated by the results presented in Fig. 4. For 0 < 60 deg 
there is an increasing effect of inclination, which is dominant, 
on the lower surface heat transfer because of its inherently 
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Fig. 9 Upper plate local heat transfer coefficient for 6 = 60 deg and 
various values of Ra t 

more stable configuration at lower angles of tilt, as shown 
later. 

Figure 8 shows the local variation of the heat transfer coef
ficient h on the upper side of the plate for a single Rayleigh 
number and four angles of inclination. All other Rayleigh 
numbers studied have the same general trend. In Fig. S(a) the 
upper side heat transfer coefficient is shown to be nearly sym
metric about the central axis when 0 = 0 deg. The central 
minimum is a result of the separation caused by the plume. In 
the outer 40 percent of the plate (20 percent of the span near 
the edge) h increases rapidly toward the outer edge. As the 
plate is tilted the symmetry is lost and the minimum value of h 
is shifted toward the raised end of the plate. This minimum 
value location corresponds to the separation inferred from the 
interferograms. As shown in Fig. 8(b), the minimum values 
for 0 = 60 deg and 0 = 90 deg coincide. Comparing Figs. 8(a) 
and 8(b) shows a decrease in the minimum value of h at larger 
tilt angles. Comparing the interference pattern between 30 and 
60 deg it can be seen that there is a change from a dual to a 
single cell recirculation pattern and it is postulated that the 
relative strength of separation is increased for the single cell 
pattern. 

The rate of decrease of h toward the raised edge of the plate 
is affected by the value of Ra^. Figure 9 shows, for 0 = 60 
deg, the local variation of h on the upper side of the plate for 
three different Rayleigh numbers. The tendency of separation 
to cause a minimum of the local h is increased as RaL in
creases. That is, the minimum value of h per average h 
decreases as Ra, increases. The location of separation moves 
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up the plate as RaL increases. Figure 10 illustrates the location 
of the minimum value of h versus inclination angle for three 
different Rayleigh numbers. For small changes of inclination 
from the horizontal the position of the minimum value of h 
changes rapidly as it moves toward the raised end of the plate. 
Beyond 60 deg little change is observed for the range of 
Rayleigh numbers studied. 

The local, lower side convective coefficient is shown in Fig. 
11. For 0 = 0 deg a nearly uniform distribution exists with 
rapidly increasing values very near the edges of the plate. For 
the tilted plate, the increased heat transfer rate is evidence of 
the increased flow along the lower edge, up to the surface. As 
shown in the interferograms, the eventual separation causes 
the isotherms to diverge away from the surface in that region 
of the lower side of the plate. This causes a reduced local heat 
transfer rate. Only for 6 = 60 and 90 deg is there strong 
evidence of a local minimum for the convective coefficient; 
however, this minimum value is weaker than the upper surface 
minimum. 

Conclusions 

Based on the experimental results presented several conclu
sions can be made. First, the onset of convection for this plate-
in-tube geometry occurs near RaL = 103 and fully developed 
laminar conditions begin near 6 x 104. A correlating equation 
is given for the combined heat transfer from both sides of the 
plate which is a result of opposing effects of inclination on the 
upper and lower sides of the plate. Second, the heat transfer 
from the upper surface can be fairly well correlated regardless 
of the inclination angle for the range of Rayleigh numbers 
studied. Third, the mean lower side heat transfer rate is 
strongly affected by the angle of inclination and the exponent 
of Rayleigh number changes significantly for 6 less than 60 
deg. Fourth, the local heat transfer coefficient is reduced by 
flow separation which is significantly affected by the angle of 
inclination. More definitive data need to be acquired to ac
curately determine the onset of convection. Also, more data 
should be provided for inclinations near the horizontal since it 

has been found that small variations from the horizontal cause 
large changes in the temperature and heat transfer 
distributions. 
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Effect of Solute Concentration 
Gradients on the Onset of 
Convection: Uniform and 
Nonuniform Initial Gradients 
The time of the onset of convection in a fluid layer, which is initially stably stratified 
and then heated from below in a transient manner, is determined experimentally and 
analytically. The initial stratification is due to the presence of a solute concentration 
gradient. In addition to initial linear solute concentration distributions two other 
specific initial solute concentration distributions are considered. In Case 1, a zero 
gradient layer is located underneath a nonzero and uniform gradient layer. In Case 
2, the zero gradient layer is on the top. The linear amplification theory is applied to 
the prediction of the onset time. Interferometry is used as a means of determining 
the onset time experimentally. It is shown that since the adverse temperature gra
dient is concentrated near the bottom, any nonuniformity in the solute concentra
tion gradient in this region reduces the effectiveness of the gradient in delaying the 
onset. Experimental and predicted results are in good agreement. 

1 Introduction 

In horizontal fluid layers, a potentially unstable 
temperature profile can be neutralized by a stable solute con
centration distribution [1-12]. The required gradient for 
steady-state profiles has been determined through application 
of the linear stability theory [7, 13] and also verified ex
perimentally [6, 8], Recently, the effects of nonuniformity in 
the solute concentration gradient and their practical implica
tions have been studied [14]. It was found that convection 
begins in the region of the weakest concentration gradient, 
which was also observed experimentally. 

A situation in which an initially stably stratified fluid layer 
is heated in a time-dependent manner has been studied and the 
onset time has been determined analytically [15] for shear-free 
surfaces (on the top and bottom) where one of the surface 
temperatures was allowed to change linearly with time while 
the other one was kept constant. An allowance was made for 
temporal variations in the solute concentration distribution. 
Since the buoyancy force is concentrated near the heated (or 
cooled) surface, any nonuniformity in the concentration gra
dient in this region can alter the onset time significantly. 

In this study the analysis of [15] has been extended to in
clude a rigid boundary at the bottom and an adiabatic surface 
on top. These are conditions which are mostly encountered in 
experiments. Also considered are the effects of a zero solute 
concentration gradient layer located beneath or above the 
nonzero gradient layer. The onset times for these cases are 
determined analytically and verified experimentally for a 
sodium chloride-heat-water system. 

2 Analysis 

Consider a fluid layer of depth L (with the z axis in the 
direction of gravity) confined by a rigid boundary at the bot
tom and a shear-free surface at the top. The fluid layer is in
itially at a uniform temperature and stably stratified by a 
solute concentration distribution. Then the temperature of the 
lower surface is increased linearly with time, at a rate 4> 
(°C/s), while the upper surface is maintained adiabatic. A 
destabilizing buoyancy force evolves due to the presence of the 
adverse temperature gradient, and eventually leads to the 
onset of convection. 
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The variables have been nondimensionalized using 
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The variables with asterisks indicate dimensional quantities. 
The significant nondimensional parameters are 
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For a Boussinesq fluid and a linear equation of state, the 
linearized dimensionless conservation equations are 
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r is the inverse of the Lewis number Le and, along with the 
other symbols, is defined in the nomenclature. Subscripts in
dicate differentiations and V2 = dxx + dyy. 

The boundary and initial conditions are 

t = 0: T(z)=Q, S(z)=Az), w(z) = wit 6(z)=6h +&)=+, 

t>0: 7^(0) = 0, T(l) = t, SZ(0) = SZ(1) = 0, 

w(0) = uv( l ) = 0, 

0Z(O) = 0(1) = O, ^ (0 ) = ^(1) = 0 (6) 

The solutions to equations (4) and (5) subject to the above 
conditions are 

r = / + 2 - 1 ( z 2 - l ) + 2 ^ ( / - 2 - | ) - 3 7 r ^ 3 ( - l ) ' ~ 1 

•exp[-( / -2- I ) 2 7r 2 r ] cos ( / - 2 - ' ) T Z (7) 
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and, when the initial solute concentration gradient is uniform, 
we have 

S = 2 _ 1 - 4 ^ («7r)_2exp(-«27r2r/)cos rnrz (8) 
fl=l,3, . . . 

An rms for the vertical perturbation velocity is defined as 
'l n 1/2 

w ,= [w2(z, t)/^wj(z)dz] (9) 

A normalized density is defined as 

p = a ( p 0 - p ) ( ^ 2 P o l 8 ) " 1 = - 7 ' + r R a , R a f 1 S (10) 

In practice, due to the severe initial mixing during construc
tion of the solute gradient, the gradient adjacent to the lower 
surface is usually smaller than elsewhere. Also, adjacent to the 
impermeable boundaries the gradient gradually deteriorates 
due to molecular diffusion [6]. It is interesting to know the ef
fect of this initial gradient nonuniformity on the onset time. A 
similar question arises with respect to the presence of a 
nonideal solute gradient at the top of the layer. 

In solving the emerging characteristic equations, when Sz(t, 
z) is a continuous and smooth function, in its Fourier series 
presentation only about 15 terms are needed. Any initial 
discontinuity in Sz requires that a large number of terms be 
used which is not computationally economical. For this 
reason, when Sz is not continuous we neglect the molecular 
diffusion of the mean solute concentration. This limits the 
analysis to cases in which the onset is not significantly delayed 
so that the mean solute concentration gradient is not severely 
deteriorated. Note that for heat and salt in water, T is about 
10"2, i.e., the molecular diffusion of salt is much slower than 
that of heat. 

If the gradient in a portion of the fluid layer 5 is zero, the 
above two nonideal cases become 

f l , 0 < z < l - 5 
Case 1 Sz=-I (11) 

[0, 1 - 6 < Z < 1 

i.e., a zero gradient layer located adjacent to the lower rigid 
boundary, and 

f0, 0 < z < 5 
Case 2 Sz = J. (12) 

[l, 5 < z < l 

i.e., a zero gradient layer located adjacent to the upper shear-
free boundary. 

Note that as 5 increases from its ideal value of zero, the 
solute gradient outside <5 remains the same. Therefore, as 5 is 
varied the solute Rayleigh number which is based on the solute 
concentration difference for 5 = 0 remains the same. 

The solution method is an extension of the linear amplifica
tion theory [16]. Other methods have been used for single-
component problems [17, 18]. A discussion of the advantages 
and disadvantages of linear amplification theory, for a single 
component Benard problem, is offered in [19]. In general, 
good agreement has been found between its prediction and ex
perimental results [20]. The steps leading to the determination 
of the onset time are as follows: 

(f) The white noise initial conditions [16] along with the 
horizontal periodicity are assumed for w, 6, and \j/. 

(if) Trial functions satisfying the boundary conditions are 
selected for ve, 6, and \p. 

(Hi) Using orthogonality properties of those functions, 
equations (l)-(3) are integrated over 0 < z < 1. These equa
tions and the eigenvalues are given in the appendix. 

(iv) The emerging set of coupled initial value ordinary dif
ferential equations is solved numerically. 

(v) Since the layer is initially stably stratified, the intro
duced disturbances may completely vanish. If this happens, 
they are reintroduced and the process is repeated until the 
proper buoyancy force has evolved and the disturbances grow 
and lead to instability. 

(vi) The onset time is marked as the time when the average 
vertical velocity disturbance reaches a magnitude one thou
sand times its initial value. 

(vii) The wave number corresponding to the shortest onset 
time is determined (the critical wave number). 

The analysis results in tc = tc (T, Pr, Ra^, Ra r , 5). The 
results that follow are for sodium chloride-heat-water (ther-
mophysical properties from [21]). The results for a uniform 
initial solute concentration gradient (i.e., equation (8) for 
mean solute concentration distribution) will be given first. 

3 Experiment 

The experimental apparatus was that used in [20]. The 
solute used was sodium chloride and the solvent was water. 
The solute concentration gradient was constructed as recom
mended in [22]. Two tanks (the KONTES (trademark) Gra
dient Elution apparatus) were used, with one containing 

Nomenclature 

/ 

cross-sectional area of the 
test cell, cm2 

a function describing the 
initial distribution of 
solute concen t r a t i on , 
equation (6) 

g = gravitational constant, 
ms~2 

L = layer depth, m 
Le = Lewis number = a a~' 
m = mass of salt in the test cell, 

g 
N = total number of fringes 

over L 
Pr = Prandtl number = va ~' 

Ras = solute Rayleigh number = 
gy(SL-Su)L

3v-larl 

Ra r = thermal Rayleigh number 
= gP<t>L5v~la-2 

S = mean solute concentra
tion, weight percent 

t = time, s 

v 
P 

* = 

T = mean temperature, °C 
Ts = initial surface 

temperature, "C 
V = volume of the test cell 

filled with the solution, 
cm3 

w = p e r t u r b a t i o n ver t ica l 
velocity, ms"1 

x, y, z = dimensionless Cartesian Superscripts 
coordinate axes * _ 

a = thermal diffusivity, m 2 s _ 1 

<xs = solute diffusivity, m2s~' 
/3 = volumetric thermal expan

sion coefficient, °C~' 
8 = dimensionless thickness of 

the layer with zero solute 
concentration gradient 

7 = volumetric solute expan
sion coefficient, (weight 
percent)"' 

r = cv*- ' = Le^1 

.9 = perturbation temperature, 
°C 

kinematic viscosity, m2s _ ' 
density, kg m - 3 

temporal rate of increase 
of the temperature of the 
lower surface, "Cs"1 

perturbation solute con
centration, weight percent 

dimensional 

Subscripts 
c = critical 

c, m = measured 
c, p = predicted 

i = initial 
L = lower surface 

rms = root mean square 
5 = solute 
T = thermal 
U = upper surface 

t, x, y, z = derivatives 
0 = reference 
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Table 1 Experimental results for sodium chloride-heat in water for a layer depth of 8.6 cm;
the predicted values of the onset time are also given

5*)(103 ~Xl04 BX106 vX10
7

t*
al-2xlO5 t Xl03 Ra sXlo

9 Ra rX10B t xl03
t -t

Run # T* Pr
c .m

At' ~X1OO
z -1 -1 s

C-1 2 -1 Graphical Ihter-
0 -1 e.m e .P e .P% em Cs em C em s ferometry s

s

25 7.41-9.44 4.65 8.6 24.8 256.3 9.00 6.15 0.0102 1590 ·1610 45 1.98 32.0-32.9 2.14 2.85 35.7 7.84-10.4
29 9.23-9.90 96.67 26.3 270.8 8.69 5.92 129 103 46 2.57-3.48 2.76 64.45 2.98 13.7-(-16.8)

4 11.3 5.33 24.8 1560 1650 0 31.0-32.8 3.26 3.27 42.5 22.8-27.1
5 12.5-13.4 9.96 24.8 693 761 0 13.8-15.1 3.61 6.11 23.3 35.2-40.8
8 13.7-17 .8 4.88 25.4 262.1 8.87 6.06 2360 2553 67 48.3-52.1 4.02 3.19 54.9 5.10-12.0
6 15.0-20.0 9.58 25.4 1187 1027 73 23.6-25.1 4.40 6.09 27.5 8.73-14.2

28 18.1-19.8 35.50 22.5 233.9 9.47 6.52 460 335 60 9.15-10.3 4.91 19.16 9.19 -4.95-6.54
1 18.2-20.0 19.08 25.3 261.2 8.89 6.01 635 595 55 12.6-13.6 5.33 12.05 16.0 15.0-21.2
2 18.3 4.43 26.5 272 .8 8.62 5.88 2920 NA 100 58.1-60.1 5.53 3.01 18.2 23.1-25.7
9 36.5-42.1 19.92 24.8 256.3 9.00 6.15 967 930 40 19.2-20.0 10.56 12.21 30.2 33.8-36.4
3 36.5-42.1 10.21 26.5 272.8 8.62 5.88 1960 1910 120 39.0-41.4 ;1.02 6.86 60.7 31.8-35.7

10 41.1-44.5 10.08 25.1 265.0 8.81 6.01 2380 2273 60 47.4-48.6 12.14 6.50 15.6 35.7-37.3
15 60.0-68.3 10.10 26.0 267.9 8.72 5.96 3000 2840 40 59.7-60.5 17 .91 6.68 110.6 45.3-46.0
16 64.2-66.1 10.50 26.4 211.8 8.66 5.90 3580 3550 140 71.2-74.0 19.29 1.05 112.6 34.3-36.8
12 64.6-69.9 18.15 27.2 219.3 8.51 5.18 1630 1650 90 32.8-34.6 19.76 13.09 54.1 36.0-39.4
11 64.1-71.9 19.58 27.5 282.0 8.46 5.75 1650 1685 190 33.5-37.3 19.72 13.90 50.2 25.7-33.3
13 69.2-71.6 37.71 24.5 253.4 9.04 6.20 798 155 25 15.9-16.4 19.92 22.92 27.4 40.1-42.0
14 19.0-83.1 15.00 25.5 263.1 8.85 6.04 420 435 55 8.66-9.16 23.23 41.88 14.4 32.2-39.9
19 110-130 79.17 25.9 267.0 8.17 5.98 517 541 17 11.5-13.0 32.64 51. 66 18.0 27.8-36.1
17 111-128 40.42 26.6 273.8 8.60 5.87 850 990 20 17.3-22.9 33.59 27.64 37.3 38.6-53.6
22 111-126 19.17 27.8 284.6 8.42 5.71 540 465 45 10.1-11.6 34.31 56.13 18.5 37.3-42.2
21 124-138 10.29 28.2 288.2 8.32 5.66 NA 5620 NA III .8 38.19 1.60 228.3 51.0
18 129-141 19.19 21.5 282.0 8.46 5.75 2600 2730 120 54.1-56.9 39.69 14.05 111.0 48.1-51. 3
20 131-146 153.8 27.3 280.2 8.50 5.17 355 310 50 1.06-8.06 40.11 101. 71 10.9 26.0-35.2
24 138-145 20.92 28.7 292.7 8.26 5.60 3060 3060 40 60.9-61.7 43.48 15.71 101.4 39.2-39.9

107+--+-+l++mft-44-++++-H+--+-+-t-I-I++t+-----I----I-t-+t+tt+
10.3

1012 ±--+-+t-I-t+tl-t+-~f-I---I-t+tttt--+-+-+--I+H-It-+-+--1cH+H±

Ras

...h

--.
•

·w

•

- ~"~~l~
:...~~''''~'t:~ ...,
-.~

Fig. 2 Predicted variation in the onset lime with respect to Ras for
various values of RaT' The results are for Pr = 7 and r = 10 - 2.

distilled water and the other containing the solution which was
being stirred. These were connected at the base, and the solu
tion flowed from the base of the second tank into the test cell.
For calibration the solute concentration construction tanks
were filled to the level where they would empty completely
once the test cell was filled. Then a measured amount of salt
was added. By neglecting the salt that is lost to the contact sur
faces,l the number of fringes observed must be such that this

----rwhile the solution tank was being emptied, its inner walls were rinsed in
order to remove any salt that might have been absorbed by it. Also, after the
solution tank was completely emptied, the bottom of it was rinsed. Therefore,
the amount of salt lost to the surfaces was minimized.

measured salt appears in the test cell. The amount of salt
dissolved in water was determined by noting that the solute
fringes are caused by a nonzero gradient of the solute concen
tration, which means that the total amount of salt is

m= Iv dm=A L I: pzdz* =A L I: dp=3.51 x 1O-3ALN

(13)

where N is the total number of fringes observed over the layer
depth L, A is the cross-sectional area of the cell, and the con
stant relates a solute fringe to the corresponding change in
density. This led to agreement to within 3 percent between the
preweighed amount of salt and that determined using equation
(13), which was considered satisfactory.

The onset time was determined by observing sudden
changes in the fringe patterns and also through examining the
heat transfer rate at the lower surface as given in [20]. Figure 1
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Fig. 3 Comparison of Ihe experimental and predicted results for the 
onset time. The results are for sodium chloride and heat in water (r = 
10 ~ 2 and Pr = 7). 
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gives an example of the fringe evolutions. A 4.89 x 10~3 per
cent weight change of solute concentration produces one 
fringe. The counterpart for heat is 0.085°C. The density 
change corresponding to a solute fringe is 3.51 x 10"5 g 
cm - 3 . The counterpart for heat is 2.27 x 10 - 5 g c m - 3 . Most 
of the experimental results are for L = 8.6 cm, initial linear 
solute gradients in the range of 7.5 x 10"3 to 138 x 10~3 per
cent weight solute concentration per cm, and heating rates in 
the range of 4.5 x 10~4 to 154 x 10- 4 °Cs^ ' . In terms of 
nondimensional parameters these are 2 x 109 < Ras < 4 x 
101 0 ,and3 x 108 < R a r < 1010. Due to the relatively strong 
dependence of /3 and v on temperature, these properties were 
evaluated at the surface temperature at the onset. This ac
counts for the concentration of the buoyancy force near the 
lower surfaces but is inadequate in allowing for the actual 
spatial variation. When Sz was not uniform, the smallest value 
in the first 5 cm (measured from the lower surface) of the layer 
was used. In general the variation of Sz in the layer was less 
than 10 percent except for the small zone adjacent to the lower 
surface. 

4 Results and Discussion 

4.1 Uniform Solute Gradient. For a given R a r the 
magnitude of Ras must be raised to a critical value before it 
can cause any noticeable delay in onset. Figure 2 gives the 
predicted results for several values of Ra r (chosen to include 
the range covered in the laboratory experiment that will be 
discussed shortly). The effect of the stabilizing solute gradient 
begins to be noticeable at approximately (of the order of) Ras 

= 0.1 Ra r . 
The experimental results for L = 8.6 cm are given in Table 

1. Figure 3 shows the experimental and predicted results for 
the onset time. The results are presented in a form similar to 
Fig. 2; however, for the experimental results R a r was not kept 
constant while Ras changed. The dashed lines showing con
stant Ra r (or constant <$>) lines are given for the sake of 
reference. The experimental results are given with horizontal 
lines. The extent of these lines shows the error ranges 
associated with determining the onset times. The smaller value 
is that associated with the smaller of the graphic (this is when 
the time rate of change of the surface temperature suddenly 
changes as described in [20]) or holographic results and the 
large value is associated with the larger of these plus Ml.1 The 

2A/Q was the elapsed time between the start of heating and the-time at which 
the desired linear increase in the surface temperature was observed [20], 

(b) 
Fig. A Effect of the presence of a zero solute gradient layer located 
beneath the nonzero solute gradient layer on the onset time. The 
predicted results are based on the assumption of no diffusion of mean 
solute concentration: (a) predicted, (b) measured. 

corresponding predicted values are given with open circles. 
For constant 4> lines the properties are evaluated at 26°C. In 
general the measured onset times are smaller than those 
predicted. The differences, given with respect to the predicted 
values, ranged from - 16.8 to 53.8 percent with an average of 
30.1 percent. The results show that as Sz increases and </> 
decreases this difference becomes larger. However, the linear 
amplification theory predicts the trend of the increase in t* 
rather satisfactorily. 

The largest delay obtained experimentally is 43-fold (over 
that for no solute gradient present). No experiment with a t* 
of larger than one and a half hours was attempted because the 
change in the ambient temperature could affect the results. 

4.2 Zero Solute Gradient at the Bottom. For Case 1, the 
predicted variation of the onset time with 5 for a situation 
where the onset is delayed by up to fivefold (over that for no 
solute concentration gradient) is given in Fig. 4(a). Since here 
in presenting S7 the molecular diffusion of the solute is 
neglected, a more pronounced delay of the onset was not 
chosen. The results which are for T = 10"2, Pr = 7, R a r = 
2.1 x 109, and Ras = 1010 show that as 5 increases from its 
ideal value of zero, the onset time decreases sharply. Examina
tion of the distribution of wrms reveals (not shown) that the 
location of its maximum remains at z = 0.91 while 5 increases. 
The upper nonzero gradient layer delays the onset even up to 5 
= 0.25. However, for 5 > 0.25 the growth of the disturbances 
is not affected by its presence. 

The effect of the upper nonzero gradient on the lower 
region may be considered analogous to the suppression of 
disturbances in a convective zone by a stably stratified stag
nant upper zone ([13], p. 155 and p. 235). In practice, it is dif
ficult to construct a solute concentration distribution with 
discontinuity in its gradient. Moreover, such discontinuities 
are smoothened very rapidly by molecular diffusion. Figure 5 
is for S* = 34.9-40.3 X 10~3 percent cm"1 and 0 = 9.5 X 
1 0 4 ° C s _ 1 . The desired 5* was about 7 mm. However, as seen 
in the figure, at t = 0 due to diffusion two undesired fringes 
are present in the region of "zero gradient." 

The experimental results for a situation corresponding to 
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Table 2 A zero solute gradient layer located beneath the nonzero
solute gradient layer, L = 11 cm

Case 1 are given in Table 2 and also are shown in Fig. 4(b).
The dashed line labeled approximation is curve fit to ex
perimental results. Since the contribution of ..ito is not signifi
cant, it is not given. The predicted delay for 0 = 0 is about
80-fold. This rather noticeable delay was chosen so that varia
tions in 0 could result in significant and measurable variations
in the onset time. For 0 = 0 no experimental data are available
because it was not possible to determine the gradient for the
first 1-2 mm from the lower surface. As can be seen from the
resuHs, the predicted onset time for 0 = 0 is in general agree
ment with that found by extrapolation of the experimental
results for 0 :r= O. The results show that for these sets of
parameters a 0* as small as a few mm (total depth is 1I cm) can
appreciably reduce the onset time.

As was mentioned earlier, since in the predicted results the
molecular diffusion of the solute was neglected, the values of
Ras and RaT (predicted results) are taken such that this
assumption holds, Le., the onset time is not delayed by many
folds over that for Sz = O. Comparison of Figs. 4(a) and 4(b)
shows that the trend found experimentally is similar to that

RUN#- 4'Xl04 S;X10
J

I;s-1 '" em-I

Graphical In::~~;ro- tc,mX10J

,

predicted, Le., for 0 > 0.25 the upper nonzero gradient layer
has no significant effect on the onset of convection in the
lower layer. This limit on 0 varies with RaT and Ras ; however,
it is clear that nonideal solute gradients near the lower surface
greatly hinder its effectiveness.

4.3 Zero Solute Gradient at the Top. For Case 2, the
predicted variation in the onset time with respect to 0 is shown
in Fig. 6(a) for the same set of parameters used in Fig. 4. As
the elapsed time increases, the effect of lower surface heating
penetrates farther into the layer and gradually reaches the top
surface. Then the temperature of the top surface, which is
maintained as adiabatic, begins to increase. Therefore, as 0 in
creases, it becomes possible for the temperature distribution in
the region 0 < Z < 0 to lead to instability. It is seen, too, that
for 0 < 0.8 convection initiates inside the nonzero gradient
layer while for 0 > 0.8 convection initiates in the zero gradient
upper layer near the interface between the two layers. Here< it
is evidence that as long as the onset takes place inside the
nonzero gradient layer the onset time is nearly the same as that
for 0 = O.

Figure 6(a) also shows that for 0 < 0.5 the onset time does
not reach an asymptotic value but rather increases slightly at
first and then in a more pronounced manner as 0 - O. This
may be explained as follows. After the effect of lower surface
heating reaches the top surface, a nonzero and potentially

U< U.41 .., 1J2 "' '" 4.MI 10M \.12

u, 0.28 '.3 127 560 560-530 6.05-6.76 1.08 1.01

UI 0.25 '.5 109 '" 445-S45 4.78-6.60 1.13 0.922

U1 0.23 5.0 124 640 561-591 6.86-7.7$ 1.25 1.05

US 0.16 ... 139 HA 50' B.31 1.15 1.16

U6 0.15 5.' "' SOO '10 7.02-8.11 1.43 1.11

U, 0.11 5.' 119 '" 1033 10.3-12.5 1.40

0.064 106 "' 2910 35.9 1.20 0.913

0.027 111 "' 7500 90.8 1.23 0.989

Table 3(a) A zero solute gradient layer located on top of the nonzero
solute gradient layer, L = 11 cm

Graphical Interfero
metry,

o 270(s) 750(s) 990(s)

RUN#- 4>X10
4

S;X10
3

cs-1 % cm- I

UIO 0.0 23.0 41.1-48.1

U11 0.5 23.0 40.0-44.0

U11 0.' 23.3 39.1-43.3

U11 0.77 21.6 32.3

U14 0.86 22.9 35.9-39.1

0.90 24.2 2£>.1-3£>.9

015 O.9~ 21.1 3£>.9

610

'SO

280

145 9.0-10.5 5.48 3.49-4.08

610 9.8-11.5 5.48 3.40-3.73

"0 9.2-10.4 5.55 3.32-3.£>7

'" 5.15 2.14

'" 1.91-10.3 3.05-3.32

'30 5.15-5.43 5.1£> 2.21-3.13

210 3.21-3.39 5.03 3.11

Fig. 5 Interferometry observation of the evolution of the density
distribution. At t = 0, the fringes are due to the inllla' solute concentra·
tion dlstribullon which consists of a zero gradient layer located beneath
the nonzero (and nearly constant) solute gradient layer. The markers are
in the same locations as those given in Fig. 2.

Table 3(b) A zero solute gradient layer located on top of the nonzero
gradient layer, L = 11 cm

.,.xlO-4 S~XJ03
t~ m

t XI03 Rarxl0-9 Ri\XJO-1ORUN I Graphical InterferD-
metry <.'

cs-1 % cm- J ,

UI1 0.0 23.£> 105.£>-119.£> 1£>£>8 20.2 5.£>2 8.91-10.2

UlB 0.59 22.8 93.5-99.8 1350 16.3 5.3a 1.94-8.41

UI9 0.68-0.77 23.3 18.2-91.8 1631 1120 13.5-19.8 5.55 £>.64-8.30

010 0.12-0.18 23.4 71.3-90.0 n03 1340 14.I)-Hd 5.5a 1).51)-1.1)4

U11 0.82-0.89 23.8 51.3-92.3 1063 130 8.82-12.9 5.61 4.36-7.84

un 0.91 22.4 83.0 '"
,go 4.71-1.23 5.34 1.05
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Fig. 6 Same as Fig. 4 except that the zero solute gradient layer is on
the top: (a) predicted; (b) and (c) measured
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unstable temperature gradient will be established a short
distance from the upper surface. Also, due to the shear free
boundary condition imposed on this surface (i.e., W = w" =
0), a significant, positive constant gradient for wcan develop.
This happens when there is no salt gradient in this area to sup
press the growth of the disturbances. The growth of the distur
bances in this region contributes slightly to the overall growth
and accelerates the onset, but the presence of a solute gradient
adjacent to the upper surface eliminates this contribution.

The experimental results are given in Tables 3(a) and 3(b)
and are also shown in Figs. 6(b) and 6(c). The salt concentra
tion gradient in Fig. 6(c) is more than twice that for Fig. 6(b).
Figure 7 shows the evolution of the density profiles and the
onset times as observed by interferometry: Figure 7(a) is a
typical experiment for the cases where 0 is not sufficiently
large to affect the onset time, and Fig. 7(b) is for a case where
the onset time is lower than what it would have been for no
zero gradient zone. The trends found in Figs. 6(b) and 6(c) are
similar to those predicted, i.e., for 0 > 0.8, the onset is ac
celerated and takes place inside the zero gradient layers. No
appreciable change in Ie is found for the cases where convec
tion initiates in the lower layers.

(a)

(b) o

590 (s) 630(s)

560(s)

When the zero gradient layer is on the top, the lower
nonzero gradient remains effective (Le., not significantly dif
ferent from the ideal case) as long as the temperature gradient
in the upper layer is not large enough to cause onset in that
layer.
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5 Conclusion

The delay in the onset of convection caused by a stabilizing
solute concentration gradient has been investigated analytical
ly using the linear amplification theory and experimentally us
ing heat-sodium chloride in water. In general good
agreements have been found.

It is found that the nonuniformity (due to nonideal condi
tions) in the gradient can signficantly alter its effectiveness if
the nonuniformity is in the area where the temperature gra
dient is the largest.

When the lower portion of the layer has a zero solute con
centration gradient, if this portion constitutes more than 20
percent of the layer depth, the gradient is not effective. Even
when this layer constitutes onlya few percent of the total layer
depth, the onset time is significantly less than that for the ideal
case (Le., no zero gradient layer).
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APPENDIX
The trial functions which satisfy the boundary conditions

are
00 00

W= 1: Adt)1]k(Z) = 1: Ak(t)[(sinh Ak)-l sinh (AkZ)
k~ 1 k= 1

00

e= 1: Bm (t)COS (m - 2 -1 )1fZ, and
m=l

00

0,/1= 1: Cj(t)cos (i-2- 1)1fz
i=l
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OO CO where X̂ . and rk are the eigenvalues that are found by applying V V 
the boundary conditions to w. The orthogonality property of 17 (Cj),=—T[(jir)-+ a ]Cj — 2R&s 2^ 2-f ^khnj 
j s k=l n = l , 3 , . 

•exp(-« 2 7r 2 ro j= 1,2,3, . . . 

where 8y- is the eigenvalue related to Xy- and T, [20], and the 

"0 for k?±l 

Nk for k = l 

following integrals are evaluated analytically 

hj= J (Vk)zzVjdz 

With the above trial functions and norm, the characteristic f i 
equations become 4y-= I cos (m-2-l)irzvjdz 

(AJ)l=--PT(6J + a>)AJ+NJ-iPT a^t^hj . _ f' . , _ , . „ . 

*=i Aj= ] ( ' - 2 WZ «/«Z 

CO CO 

- ty~' p r «2 E 5m/my + iV/ < r Pr a2 £ ^ J™ = f' z^cos (/ - 2 - ' )itz dz 
m = l i = I • ' J O 

<Bjh — l(j-2-V* + a>]Bj J " 1 , 2 ' 3 , • ' ' Iuj= [ ' ^ ( - ^ - . ( / - a - . ) - ^ 

- 2 R a r H E ^ * [ / « y + 4 / / e x p [ - ( / - 2 - 1 ) 2 7 r 2 / ] ) •sin(/-2- ')TC cos (J-2~l)Trzdz 

y ' = l , 2 , 3, 4«; = 4ij t(«ir)_1sin «7rz cos (J-2~l)wz dz 
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Numerical Investigation of Variable 
Property Effects on Laminar 
Natural Convection of Gases 
Between Two Horizontal 
Isothermal Concentric Cylinders 
A numerical finite difference investigation has been conducted to determine the ef
fects of variable properties on the laminar natural convection of gases between 
horizontal isothermal concentric cylinders. Velocity profiles, temperature profiles, 
and heat transfer rates have been computed for diameter ratios of 1.5, 2.28, 2.6, and 
5.0 and Rayleigh numbers based on gap width up to 1.8 X JO5. The temperature dif
ference ratio 60 was varied from 0.2 to 3.0, and the range of validity of the 
Boussinesq approximation was determined to be 80 =0.2. A volume-weighted mean 
temperature was shown to be the most effective reference temperature to reduce the 
heat transfer data for each diameter ratio to a single curve of the form keq = C Ra^, 
for0.2 < 60 < 3.0andRaL=2.0 x 10s. 

Introduction 

The natural convection flow of gases between horizontal 
isothermal concentric cylinders has been studied by many 
researchers. This enclosure geometry has application in solar 
collector receiver design, thermal storage systems, and 
pressurized-gas high-voltage electric transmission cables. A 
large number of reports of experimental investigations and of 
numerical analysis of the constant property-Boussinesq ap
proximation problem are available in the literature. However, 
the question of the effect of variable transport properties on 
the heat transfer has not been totally answered, especially for 
cases of large values of the temperature difference ratio 
(T'H-Tc)/Tc- Also, the range of validity of the Boussinesq 
approximation has not been conclusively established. It is the 
purpose of this paper to answer these two questions by pre
senting the results of a numerical analysis of the variable pro
perties (density and transport properties) problem and com
paring these results with data currently available in the 
literature. 

Crawford and Lemlich [1] were the first to numerically 
solve the governing equations of motion and energy in the 
cylindrical annulus by invoking the Boussinesq approximation 
and using a finite difference Gauss-Seidel procedure. They 
showed the effect of diameter ratio on the heat transfer 
results. Powe et al. [2] used a stepwise Gauss-Siedel numerical 
technique and investigated the transition to unsteady flow for 
a small diameter ratio. They predicted the transition Rayleigh 
number for a wide range of diameter ratios and a Prandtl 
number of 0.71 by checking for counterrotating eddies. Mack 
and Bishop [3] analytically solved the equations for low 
Rayleigh numbers by using the first three terms in a power 
series of Rayleigh number based on inner radius. 

The successive overrelaxation method was used by Kuehn 
and Goldstein [4, 5] who obtained heat transfer results up to a 
Rayleigh number of 105. Upwind differencing was used in 
their numerical scheme at high Rayleigh numbers. Prandtl 
number and diameter ratio effects were investigated at 
specified Rayleigh numbers. Kuehn and Goldstein [6] also 

1 Presently at CARRE, Inc, Seneca, SC. 
Contributed by the Heat Transfer Division and presented in the Technical 

Session on Natural Convection at the 23rd National Heat Transfer Conference, 
Denver, CO, August 1985. Manuscript received by the Heat Transfer Division 
February 7, 1985. 

presented a correlating equation for the equivalent conductivi
ty which improved upon previous published correlations that 
were based upon a double boundary layer concept. 

The following methods have been used by previous in
vestigators to solve the constant properties problem 
numerically: an alternating direction-implicit (ADI) scheme by 
Charrier-Mojtabi et al. [7], a modified Stone's strongly im
plicit method by Projahn et al. [8], an SOR method by Cho et 
al. [9], and an SOR method using Gosman's model for both 
laminar and turbulent flow by Farouk and Guceri [10]. All of 
these researchers used the Boussinesq approximation-constant 
properties assumption to obtain results which compared well 
with the experiments reported in [4], The temperature dif
ference ratio B0 = (T'H- T'c)/T'c used in all of the abovemen-
tioned papers was smaller than 0.1, so that heat transfer 
results were not affected by the constant property assumption. 

The importance of the variable property effect on the heat 
transfer for high temperature difference ratios was first shown 
by Zhong et al. [11] for the square enclosure. They used a 
semi-implicit scheme based on primitive variables and stag
gered cells for the velocity components to solve the flow 
problem. They established the range of validity of the 
Boussinesq approximation and also analyzed the reference 
temperature issue. Gray and Giorgini [12] presented an 
analysis technique for establishing in a systematic manner the 
conditions for which the governing equations of continuity, 
momentum, and energy reduce to the Boussinesq equations 
and applied the technique to the Rayleigh-Benard problem for 
water and air at room temperature and atmospheric pressure. 

The only studies of the variable property problem in the 
horizontal cylindrical annulus were by Hessami et al. [13] and 
Hessami et al. [14]. They used a hybrid differencing technique 
which is a baseline SOR method that introduces upwind dif
ferencing when the coefficients in the SOR scheme become 
negative at regions of high velocity. Their solution procedure 
included both air and glycerine, but the results were presented 
for a large diameter ratio of 11.4 in [13]; in [14] results were 
presented at only a single value of Rayleigh number and 
diameter ratio for air for comparison to Kuehn and Goldstein 
[4]. 

This paper presents numerical results for the steady natural 
convection flow of gases between horizontal isothermal con
centric cylinders where the gas properties are allowed to vary. 
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The cylinders are assumed to be long; hence the flow is two 
dimensional, with the inner cylinder hot ter than the outer 
cylinder. The variable proper ty results are compared with the 
Boussinesq approx imat ion-cons tan t proper ty results and dif
ferences discussed. The quest ion of reference tempera ture is 
addressed, and the equivalent thermal conductivities are plot
ted versus Rayleigh number u p to R a L = 1.8 x 105 and com
pared with results in the l i terature. 

Problem Formulation 

The governing equat ions for steady laminar flow with no 
heat generation, negligible viscous dissipation, and negligible 
variations in the specific heat capacity may be written as 
follows. 

Continuity 

V ' . ( P ' V ' ) = 0 (1) 

Momentum 

• VP '+F ' - v'x(/i '(V'xV') 

4 

p'(V'.V')V': 

+ V'[-p*'V'.V']-2(VV)(V'.V') 

+ 2v'/t'X(V'xV') + 2(V V«V')V (2) 

(3) 

Energy 

v'•(^ /v ,r)=-(V'•v')^'+p'c;(V'.v')7 ,' 
F ' is the body force given by 

F ' = (-P'g' cos 6eR+p'g' sin 0e„) (4) 

A vector potential can be int roduced to satisfy the continui
ty equat ion by setting 

p ' V ' = V ' X f 

The flow variables are nondimensional ized using 

(5) 

Vkr'o 
u = 

R 

a'R 

r' 

r'o 

T'H-T'C 

1 R 

R 1 

T = 

^ « J K 

T'-T'c 

T'H-T'c 
(6) 

where a.'R = k'R/p'RC'PR is the thermal diffusivity, r'a is the outer 
radius, T'H is trie inner-cylinder tempera ture , Tc is the outer-
cylinder tempera ture , and T'R is the reference tempera ture . 
The dimensional properties p ' , k', ft, and C'p are nondimen
sionalized by the corresponding properties evaluated at the 
reference temperature (pR,kR, fiR, and C'PR). Finally, the non-
dimensional quantit ies appear as p , k, /x, and Cp. To retain the 
Rayleigh number in the equat ion , the coefficient of the body 
force term g'r„3/aR

2 is written as Ra P r / e t]R, following 
Leonardi and Reizes [16]. The reference tempera ture is an ar
tificial concept, but the Rayleigh number defined using 
reference properties evolves naturally from the nondimension-
alization. 

After introducing vorticity and nondimensionalizing the 
equat ions, the final set of equations to be solved is 

l?~~dlr + ~dRr + R dR ~ P r + p i R2 36 36 

dt, dp •) 

dR dR 
(7) 

pu dR 
pv__3£_ 
R 36 

= Pr [R2 
a20*o+_a20*i) 

362 

1 

~R~ 
Ra-Pr 

3R 
sin d + -

1 

3R2 

dp 

R 36 
cos 6) 

1 r dp ( 

-TY-dR\u 
du 

•+v-
dv 

If / 36 V 
du 

IF -+v 
dv 

~3R )] 

Nomenclature 

D; 
Do 
*R 

F ' = 

h' = 

k = 

kptt 

kPn — 

V = 
L' = 

NU„. = 

P 
Pr 

= specific heat = Cp/C' r' = 
= inner cylinder diameter /"a'vg = 
= outer cylinder diameter R = 
= unit vector in the radial 

direction RaL = 
= unit vector in the tangential 

direction Ra = 
body force 
acceleration due to gravity J = 
average convection 
coefficient s, = 
thermal conductivity of the 
fluid = k'/kR r = 
effective thermal conductivity u = 
^q'Wo/rfi/litl'(T'H-T'C) 
equivalent thermal conduc- v = 
tivity = ktff/k'R 

annulus length 
gap width = r'0-r[ V' = 
Nusselt number based on in- V'R = 
ner cylinder diameter = Vg = 
h'D!/k' = 2\\nr'0/r^xkeq 

pressure = P/PR a = 
Prandtl number = 
vhc;R/kR i3 = 
convection heat transfer ra te 

radial coordinate 
average radius = (/•/+ r'0)/2 
nondimensional radial coor
dinate = r'/r'0 

Rayleigh number = 
^Rg'PR(Tk-Tc)L'3/aRij.R 

Rayleigh number = 
Pk8'PkTH-Tc)r^/aRfiR 

Sutherland constant = 
1 + 1.47 T'bp/T'R 

Sutherland constant = 
T'/T'R + 1.41 T'bp/T'R 

temperature 
nondimensional radial veloci
ty component = V'Rr'0/a'R 

nondimensional tangential 
ve loc i t y c o m p o n e n t = 
V!,r'0/aR 

velocity vector = K/er + Vgee 

radial velocity component 
tangential velocity 
component 
thermal diffusivity = a'/otR 

where a' = k'/p'C'p 

coefficient of volumetric ex
pansion ft' /(3R 

7 = r!/r'0 

e = nondimensional tempera ture 
difference = (T'H—T'C)/T'R 

I" = vorticity 
•qR = nondimensional parameter 

= PhTk 
6 = angular coordinate , measured 

positive clockwise from upper 
vertical 

60 - temperature difference rat io 
= (T'H-TC)/TC 

/x = dynamic viscosity = p , ' / \x'R 

£ = compressible vector potential 
p = density = p'/pR 

T — nondimensional tempera ture 
= T'-T'C/T'H-T'C 

' = dimensional quanti ty 

Subscripts 

bp = boiling point 
outer cylinder (cold) 
condit ion 
inner cylinder (hot) condition 

= inner cylinder surface 
outer cylinder surface 
reference quanti ty evaluated 
at the reference tempera ture 

C 

H 
i 

o 
R 
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+ 2Pr 
d2/x 

dR2 

du 

1 du 

~R~~df 

d2fi 

v \ d> / 1 
~R~) + dddR \~R 

1 dv 

dddR 

dfx 

R 

1 

dR 

d2u 

\ d2ti / 1 dv \ du / 1 
/ dd2~\Rr ~~dR~) +~d~R~\R 

dd 

du 

R2 

dd2 \R2 

1 d2v 

C, 

R dddR R1 

dr 
^PU^R+-R 

dd2 

1 d2v 
+ ~Rr dddR 

pv dr 

1 

~R~ 

•)] 

R2 

dfj. \ du / 1 
/ 9(9 V i? 

i a2w 
3.R2 

(8) 

• ) - * ( - T 
9T 

1 327 

ae -+-
a2T 

\ / d/c dr\ / 1 

dR dR2 

1 9T 3A: 
, , , , . , , (9) 

R2 dd2 J \dR dR J \R2 dd dd J 
For the Boussinesq approximation and constant property 

assumption, p, ,u, k, and Cp are constant in all the terms in 
equations (7)-(9), except in the second term on the right-hand 
side of equation (8), where density is written as 

P=p'/p'R = [i-Pk(.T'-n)) (io) 
The density is obtained from the ideal gas law as follows 

(11) 

er + m ' R 
The transport properties can be evaluated using the 
Sutherland formula [15] which relates both the dynamic 
viscosity and the thermal conductivity as functions of 
temperature in the range of temperatures considered as 
follows 

Ker + s^ V T'R / 

where 

and 

s = l + 1.47- ' bp 

T'r 
-+1.47 n 

(12) 

(13) 

(14) 

and T'bp is the boiling point temperature of the gas. The range 
of temperature used for helium in obtaining the results was 
between 150 K and 600 K for which the Sutherland's formulas 
are valid. Based on the results presented in [16], the pressure 
variation in the annulus is assumed to be negligibly small. The 
boundary conditions can be stated as 

R = y 

R = l 

) = 0, % 

T=\ 

T = 0 

dr 
= 0 

£ = o 

«=o 

e=o 

r = -

r = -

r=o 

i a2? 
p 

1 

p 

dR2 

a2? 
dR2 (15) 

The overall equivalent thermal conductivity keq can be 
evaluated at the inner and outer cylinder surfaces from the 
relations 

' 7T JO dR li 

1 [•* 
— l n ? \n

k° 
IT JO 

dr 

IF 

dd 

dd 

(16) 

cylinder surfaces, respectively. The resulting keq is found to be 
a function of Rayleigh number RaL, a temperature difference 
ratio 6„, and the radius ratio r'0/r[. 

Numerical Procedure 

The vorticity transport equation and the energy equation 
were solved by the false transient/ADI method, and the vector 
potential equation was solved by the successive overrelaxation 
scheme. The advantage of the false transient formulation is 
that the stability can be controlled by the proper choice of 
false transient parameters that appear in the pseudo-time-
dependent terms in the equation. A relaxation parameter of 
1.55 was chosen in the SOR method by running computational 
experiments. The details of the numerical procedures are not 
presented here and they are available in [17]. The choice of the 
fluid, the inner- and outer-cylinder temperatures, their 
diameters, and the pressure in the annulus uniquely determine 
the relevant parameters such as Prandtl number, Rayleigh 
number, the temperature difference ratio, and the diameter 
ratio. The following criteria were used to check convergence at 
each nodal point 

l*n . l / l < <r (17) 

where the subscripts / and o denote the inner and the outer 

where </> was the primary variable being tested, the subscripts 
old and new were the previous and present iterative values, 
respectively, and V was a prespecified constant. This constant 
was usually set to 10 - 3 for the semi-uniform mesh and 10~4 

for the uniform mesh. A uniform r X d grid of 18 X 31 was 
chosen for low Rayleigh number conditions, and a semi-
uniform grid of 18 X 31, closely spaced near the walls and the 
vertical boundaries, was chosen for more severe flow condi
tions that occurred at high Rayleigh numbers. Central dif
ference approximations were applied to derivatives. The 
spatial variations for R in the semi-uniform grid range from 
Z./48 at the walls to X/12 in the core region. For d, the varia
tions ranged from 1 deg at the symmetry boundaries to 9 deg 
in the core. For Ra£:S3 x 104 a uniform grid was used and 
for RaL > 3 x 104 a semi-uniform grid was used. The number 
of iterations needed for convergence was dependent upon the 
choice of starting condition; however, on the average, the 
number ranged from 100 steps for RaL < 2 x 104 to 400 steps 
fo rRa L >5 x 104. 

In order to satisfy conservation of thermal energy, the 
average equivalent thermal conductivities on the inner- and 
outer-cylinder surfaces must be equal. This requirement was 
also used as a monitor of the validity of the numerical scheme. 
For all the results presented in this paper, keq on the two 
cylinder surfaces differed by less than 2 percent, with a ma
jority of the results having discrepancies of less than 1 percent. 
For a few results, produced at high Rayleigh numbers (mainly 
for comparison purposes), a discrepancy of up to 3 percent 
was encountered. 

Validation studies of the numerical solution technique were 
performed by generating solutions that could be directly com
pared with previously published results. At very low Rayleigh 
numbers, the heat transfer solution was that for conduction. 
A constant property solution by both Crawford and Lemlich 
[1] and Kuehn and Goldstein [4] at RaL = 8.925 x 1 0 \ 
Pr = 0.714, and L'/D;=Q.5 was obtained using an 18 X 31 
semi-uniform grid. The agreement in equivalent thermal con
ductivity was good, with a value of 1.82 compared with 1.765 
for Crawford and Lemlich [1] and 1.792 for Kuehn and Gold
stein [4]. Additional comparisons to check the validity of the 
numerical scheme are presented in the Results section. The ef
fect of decreasing grid size also was investigated and grids 
smaller than those used were found to give the same results. 

Discussion of Results 

There were three primary objectives of this study. The first 
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Fig. 1 Nondimensional tangential velocity profiles for Pr = 0.7, 
D^/D/= 2.28, and 60 = 2.0 for the case of (a) Boussinesq approximation 
and constant properties, (b) variable density. The angular positions are 
marked on the profiles. 
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'\A: 
Fig. 2 Nondimensional temperature profiles for Pr = 0.7, D'0IDj = 2.28, 
and e0 =2.0 for the case of (a) Boussinesq approximation and constant 
properties, (i>) variable density. The angular positions are marked on the 
profile. 

objective was to determine the range of validity of the 
Boussinesq approximation for natural convection in horizon
tal annular enclosures. This objective was accomp
lished by computing heat transfer rates, temperature profiles, 
and velocity profiles for both the Boussinesq approximation 
case with constant transport properties and the variable densi
ty case with constant transport properties and then comparing 
the results. The second objective was to determine the com
bined effects of variable density, variable viscosity, and 
variable thermal conductivity. This objective was accomplish
ed by computing heat transfer rates, temperature profiles, and 
velocity profiles under the variable property condition and 
then comparing these results with the Boussinesq approxima
tion-constant transport property results. The third objective 
was to compare the results for the total variable property 
problem with experimental results available in the literature. 
The discussion to follow will address these three objectives in 
the order given. 

Range of Validity of the Boussinesq Approximation 

Zhong et al. [11], in their paper on variable property effects 
in laminar natural convection in a square enclosure, examined 
the driving force under perfect gas and Boussinesq conditions 
and concluded that the Boussinesq approximation should be 
adequate for 0O<O.1O. They approximated the driving force 
as (p'c — p'H)/p'c and confirmed by numerical finite difference 
calculations that the Boussinesq approximation is indeed valid 
for 0O<O.1O and can be used up to 0O=O.2O to predict heat 
transfer rates with reasonable accuracy. Since the driving 

~~3 4 5 6 7 89*10* 2 3 4 ~ T T 7 B ~ 9 T | 0 ^ 

Fig. 3 Mean equivalent thermal conductivity as a function of RaL for 
Pr = 0.7 and D'0IDj = 2.28. , Boussinesq approximation and con
stant properties; , variable density case for different temperature dif
ference ratios $0. $0's are marked on the profiles. 

force in the annulus problem can be approximated by 
(Pc ~ PHVP'O t n e same conclusion can be made with regard to 
the maximum 60 for which the Boussinesq approximation is 
expected to be valid, i.e., d0 <0.10. 

Figures 1(a) and 1(b) show the computed tangential 
velocities at four angular positions for the Boussinesq approx
imation and variable density cases, respectively. In each case 
0O = 2.O, R a L s 5 . 9 x 104 and D^/D-= 2.28. As can be easily 
seen, the tangential velocities in the regions immediately adja
cent to the inner and outer surfaces are overpredicted by the 
Boussinesq approximation. Higher velocities in these regions 
should give rise to steeper temperature gradients, and thus 
higher heat transfer rates are obtained for the Boussinesq ap
proximation than for the variable density case. Figures 2(a) 
and 2(b) show the corresponding temperature profiles and 
confirm that the gradients are in fact steeper for the 
Boussinesq approximation. 

Figure 3 shows a plot of equivalent thermal conductivity, 
keq = (kail+keqo)/2, versus RaL for 0O values of 0.2, 0.5, 1.0, 
and 2.0.' (The"reference temperature used was the outer-
cylinder temperature T'c.) The Boussinesq approximation 
clearly gives heat transfer results which are higher than the 
variable density results with the difference becoming signifi
cant as 90 exceeds 0.20. For 0O <0.20 and Raz <2 x 10\ the 
Boussinesq approximation yields reasonably accurate results, 
with a maximum error of approximately 5 percent at 0O =0.2. 

Combined Effects of Variable Density, Variable 
Viscosity, and Variable Thermal Conductivity 

Before proceeding to the presentation of the results for the 
total variable property problem, it is necessary to first discuss 
the question of reference temperature. For the cylindrical an
nulus, the hot temperature, the cold temperature, or the 
average of these two temperatures are the obvious choices. 
However, it is clear that none of these three could be expected 
to satisfactorily collapse all of the heat transfer results to a 
single curve for a given diameter ratio. Previous experimental 
investigators have used the average of the hot and cold 
temperatures to correlate their experimental data. This has 
yielded reasonable results in that single equations for a given 
diameter ratio have been obtained which give results valid 
within the accuracy of the experiments. Since the average of 
these two temperatures gives equal weight to the hot and to the 
cold temperature, it would be reasonable to use an arithmetic 
mean reference temperature only for small diameter ratios. 
This is due to the fact that as the diameter ratio increases, a 
greater volume of the fluid in the annulus is closer to the cold 
temperature than to the hot temperature. It seems then that it 
would be more appropriate to use a "volume-weighted" mean 
temperature defined as 
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Fig. 4(a) Heat transfer results for the full variable property case for 
Pr = 0.7 and D'0IDj = 2.28. 7"̂  is the reference temperature. , 
Boussinesq approximation and constant properties; , full variable 
property case for different B0. 0o 's are marked on the profiles. 

Fig. 4(b) Heat transfer results for the full variable property case for 
Pr = 0.7 and D^/D/ = 2.28. T'R given by equation (16) is the reference 
temperature; + , Boussinesq approximation and constant properties; o , 
0o = 0.2; A, S0 = 0.5; , 0O = 1.0; *, t„ = 2.0; x , fl„ = 3.0. 

Fig. 5 Nondimensional tangential velocity profiles for RaL = 50,000, 
Pr = 0.7, D0/D/ = 2.6, comparing Boussinesq approximation (0O=O.O9) 
and variable property (0o = 2.0) cases. Volume-weighted reference 
temperature was used. 

\ r ' 2 _ '2 ) T " + \ /2_/2 ) TC 'HT\. T. T—jiC (18) 
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This reference temperature is a function of the diameter ratio 
and increases the weight given to the cold temperature as the 
diameter ratio increases. In the limit as the diameter ratio goes 
to infinity, the reference temperature will become 
T'R=Q.25T'H + 0.15Tc. It is interesting to note that this is the 
reference temperature proposed by Zhong et al. [11] for the 
square cavity problem. 

Figure 4(a) shows the equivalent thermal conductivity ver
sus Rayleigh number for a diameter ratio of 2.28 and values of 
the temperature ratio from 0.2 to 3 for the case where the 
reference temperature is fixed at the cold temperature. If the 
volume-weighted mean temperature is used as the reference 
temperature, the single curve shown in Fig. 4(b) results. It is 
apparent that the volume-weighted mean temperature is the 
appropriate reference temperature to use to account for prop
erty variations over a wide range of temperature ratios, 0.2 to 
3.0. Results were also obtained for both the hot temperature 

and the arithmetic mean temperature as reference 
temperatures. The reference temperature of T'H was not effec
tive in reducing the data to a single curve. Although the 
arithmetic mean reference temperature collapsed the data 
reasonably well for diameter ratios of less than 2.6, the scatter 
became prominent for higher diameter ratios. These results 
are not presented in this paper. 

Before determining the combined effects of the variable 
properties, each of the transport properties was varied 
separately while invoking the Boussinesq approximation, and 
the equivalent thermal conductivity calculated for 60 values of 
0.20, 0.50, 1.0, and 2.0. Having previously determined the 
variable density effect on the equivalent thermal conductivity, 
each of the individual property variation effects could be 
evaluated and compared to determine what the relative con
tributions of each should be when all were allowed to vary 
simultaneously. For gases, as the temperature is increased, the 
thermal conductivity and viscosity both increase in magnitude. 
Therefore, as 60 is increased, variable viscosity should reduce 
keq and variable thermal conductivity should increase keq over 
the values obtained when these properties are considered con
stant. The computational results are not presented in this 
paper; however, they showed that variable viscosity reduces 
keq for all values of 60, by a maximum of approximately 8 per
cent at d0 = 2.0; variable thermal conductivity increases keq for 
all values of d0, by a maximum of approximately 20 percent at 
d0 = 2.0; and variable density reduces keq for all values of 60, 
by a maximum of approximately 45 percent at 0O=2.O. The 
net result when all three properties are allowed to vary 
simultaneously should be a decrease in keq for all values of d0 

and RaL. The density plays by far the most important role; 
however, this is not surprising in that it appears in all of the 
governing equations, while the thermal conductivity appears 
only in the energy equation. Variable viscosity was not ex
pected to be of great influence on keq because of the low 
velocities encountered in laminar natural convection; 
however, at high Rayleigh numbers, velocity profiles were af
fected by variable viscosity. 

Figure 5 shows the tangential velocity profiles at two 
angular positions (45 and 90 deg) for the Boussinesq approx
imation-constant property (BACP) case and for the variable 
property (VP) case at r'0/r', = 2.6, 6o = 2.0, and RaL = 50,000. 
For clarity, only two angular positions are shown. In the 
upflow region immediately adjacent to the hot inner-cylinder 
surface, the BACP assumption overpredicts the tangential 
velocity for these two angular positions. In the remainder of 
the upflow region, 0.1 <(/•' -r •)/{/•'„ - /••)<0.5, the trend 
seems to be opposite in character, with the BACP assumption 
overpredicting the tangential velocities at 90 deg and under-
predicting for the 45 deg case. It is also seen that at 90 deg the 
zero-crossing of the tangential velocity profile is extended to 
(/•' -r[)/(r[) = 0.625, showing a remarkably flat velocity pro
file for the variable property case. This means that at 90 deg 
the effect of variable properties is to create a relatively large 
low-velocity upflow region; however, there is no such 
dramatic difference in the 45 deg case. In the downflow 
region, at both angles, the BACP overpredicts tangential 
velocities by a significant amount, particularly in the case of 
90 deg in the region 0.6<(r ' -r-)/(r'0 - r / )<0 .85 . Tangential 
velocities are slightly lower for the BACP at both angles close 
to the outer cylinder. Tangential velocities were also computed 
for other angular positions and similar trends were observed. 
Figure 6 shows temperature profiles under the same annulus 
operating conditions for the angular positions 0, 45, 90, and 
135 deg. As expected, the BACP assumption underpredicts the 
temperature in the region adjacent to the inner cylinder, over-
predicts the temperature in the core region 0.25 
<(/•' —r[)/(r'0 - r / ) < 0 . 7 5 , and underpredicts the tem
perature in the region adjacent to the outer cylinder. The 
overall effect of the BACP assumption is that the tangential 

Journal of Heat Transfer NOVEMBER.1986, Vol. 108/787 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



as 

0 * 

0.T' 

Y 0-4-

"~ 03 

02 

O.I 

0 

^ 

„', 

^ = ^ . 

S^-^ ~ 

~~""~~~ 

80* 

4B 

y 

BMP 
VP 

• ^ \ 

~ ^ \ \ 
^ ^ ^ ^ A 
~ ~ ~ ^ — - ^ 

OB 0.9 1 

(r'-ril/lr;-,;) 

Fig. 6 Nondimensional temperature profiles for RaL = 50,000, Pr = 0.7, 
DQ[D/ = 2.6, , Boussinesq approximation and constant proper
ties (0O = 0.09); —, full variable property case (0o = 2.0). Angular positions 
are given on the profiles. Volume-weighted reference temperature was 
used. 
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Fig. 9(a) Comparison of nondimensional temperature profile with the 
experimental values ot Kuehn and Goldstein [4] for RaL = 50,000, 
DglDj = 2.6, Tfa = 322 K, and Tfc = 295 K, present numerical calcula
tions; 0 , n, experimental values [4] 

Fig. 7 Mean equivalent thermal conductivity as a function of Ra t for 
Pr = 0.7 for different diameter ratios. Diameter ratios are indicated on 
the profiles. Volume-weighted reference temperature was used. 

Fig. 8 Mean Nusselt number as a function of RaD. for various di
ameter ratios compared with a single horizonal cylinder. Diameter ratios 
are indicated on the profiles. Volume-weighted reference temperature 
was used. Single cylinder heat transfer correlation is given by Morgan 
[18] and is indicated by D'0IDj = °°. 

velocities are higher close to the inner cylinder surface which 
increases the temperature gradient and lower near the outer 
cylinder surface which decreases the temperature gradient. 
Numerous tangential velocity and temperature profiles were 
computed for diameter ratios of 1.5, 2.28, 2.6, and 5.0, 
temperature ratios of 0.2, 0.5, 1.0, 2.0, and 3.0, and Rayleigh 
numbers based on gap width up to 1.8 x 105. In each case, the 
trends discussed above were observed. 

An example of the heat transfer results for a diameter ratio 
of 2.28 is shown in Figs. 4(a) and 4(b), which were presented 
earlier in the paper when the question of reference 
temperature was discussed. The results shown in these figures 
are consistent with what is expected based on the temperature 
profiles; the Boussinesq approximation-constant property 
assumption overpredicts the heat transfer rate for all values of 
80. Figure 7 shows curves of keq for diameter ratios of 1.5, 
2.28, 2.6, and 5.0, where for each diameter ratio the 
temperature ratio was varied from 0.2 to 3.0. These curves 
were obtained by using the volume-weighted mean 
temperature as the reference temperature in all calculations. 
Since the curves beyond the pseudo-conduction region are 
straight lines when plotted on log-log coordinates, keq for 
each diameter ratio may be represented by an equation of the 
form keq = CRa£. The values of C and n are dependent on the 
diameter ratio; however, it is clear that when the diameter 
ratio exceeds approximately 2.0 and RaL>104 , the 
dependence is small. 

Fig. 9(b) Equivalent thermal conductivity keq versus Rayleigh number 
RaL for D'0IDj = 2.6 and Pr = 0.7: solid line represents present numerical 
results; x , Kuehn and Goldstein's [4] numerical points; o, Kuehn and 
Goldstein's [5] experimental points; A, Hessami et al. [14] numerical 
point; and v , Bishop's [19] corresponding equation 

As the diameter ratio is increased, the heat transfer ap
proaches that for a horizontal cylinder in an infinite at
mosphere. Figure 8 shows Nu0. plotted versus Rafl. for 
various values of D'JD'j. For comparison, the horizontal 
cylinder equation recommended by Morgan [18] is plotted and 
is indicated by D'0/Dl=oo. In the convection region for the 
diameter ratios shown the heat transfer is less than for the 
horizontal cylinder. For RaD. = 104, when a diameter ratio of 
5 is reached, the heat transfer is within 9 percent of that for a 
horizontal cylinder; and, at a diameter ratio of 10, there is no 
appreciable difference in the heat transfer at Rafl. > 103. It ap
pears from these results that for gases in the aniiulus (unlike 
high Prandtl number fluids) the influence of the outer-cylinder 
boundary on the heat transfer coefficient in the convection 
region is negligibly small at a diameter ratio of 10. Kuehn and 
Goldstein [6] reported that for Pr=100 and Rafl. = 107 the 
diameter ratio had to exceed 360 to obtain heat transfer coeffi
cients within 5 percent of those for a free cylinder. As found 
by Kuehn and Goldstein [6] for a Prandtl number of 100, the 
annulus results for gases show that the free cylinder heat 
transfer coefficients are approached monotonically as the 
diameter ratio is increased. 

Comparisons With Published Results 

The numerical results obtained for the variable property 
problem have been compared with both experimental and 
numerical results currently in the literature. The experimental 
temperature profile data available in the literature are from in
terferometer studies and are restricted to one diameter ratio 
and values of the temperature ratio 60 = (T'H - T'^/T'c where 
variable property effects are shown to be negligibly small. The 
available heat transfer data includes both numerical and ex
perimental results. 

Figure 9(a) shows computed temperature profiles and the 
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temperature data of Kuehn and Goldstein [4] for 9 = 0 and 90 
deg, RaL = 4.7 x 104, and a diameter ratio of 2.6. In 
calculating the Rayleigh number for use in the numerical solu
tion, the values of gap thickness, temperature difference, 
pressure, and temperature ratio were made identical to those 
used by [4]. The agreement between the computed profiles and 
the experimentally obtained profiles is good. The Boussinesq 
approximation-constant property solution would also show 
the same good agreement for this case since the temperature 
difference ratio is equal to 0.09, a value for which this assump
tion is valid. 

The solid line in Fig. 9(b) represents the variable property 
solution for keq for 5 x 103 <RaA < 105 and a diameter ratio 
of 2.6. The various points shown represent numerical and ex
perimental results of previous investigators. The Boussinesq 
approximation-constant property solution of Kuehn and 
Goldstein [4] and the variable property solution of this study 
give nearly identical results, although their solution gives con
sistently slightly higher values of keq for all Rayleigh numbers. 
These results also agree well with Kuehn and Goldstein's [4, 5] 
experimental results; however, the agreement is better for their 
data obtained by interferometry. The only datum currently 
available in the literature for this geometry with variable gas 
properties is one point given by Hessami et al. [14]. This point 
gives a keq value of 3.11 for RaL =4.7 x 104 as compared to 
2.95 for the present variable property solution and 3.00 for 
Kuehn and Goldstein's [4] experimental result and constant 
properties numerical solution. Kuehn and Goldstein's ex
perimental results given [5] are consistently higher (2-5 per
cent) than the variable property solution; however, this could 
be the result of underestimating the heat losses from their ap
paratus. The equation given by Bishop [19], which correlates 
the experimental data (obtained by interferometry) of Grigull 
and Hauf [20], gives results which are only slightly lower than 
this solution. The numerical results of Cho et al. [9] and 
Farouk and Guceri [10] showed good agreement with Kuehn 
and Goldstein's solution and hence they are not reproduced in 
this paper. 

Conclusion 

The problem of variable property natural convection of 
gases between horizontal, isothermal concentric cylinders was 
examined by numerical analysis for a range of diameter ratios, 
Rayleigh numbers, and temperature ratios. The following ma
jor conclusions can be made: 

1 As was found for the square enclosure in [11], the 
Boussinesq approximation is valid for 60 <0.1 and can be used 
up to 60 = 0.2 to predict the heat transfer rates with reasonable 
accuracy. 

2 The Boussinesq approximation-constant property 
assumption overpredicts the tangential velocity and the 
temperature gradient near the hot inner cylinder while under-
predicting both close to the cold outer cylinder. 

3 The full variable property heat transfer results can be cor
related over the entire range of Rayleigh numbers and 
temperature ratios studied by the use of a "volume-weighted" 
mean reference temperature. 

4 As was found for the square enclosure in [11], for all 
values of d0 the transition region between conduction-
dominated and convection-dominated heat transfer is very 
limited in extent. 

5 In the convection-dominated region keq can be 
represented by an equation of the form keq-CRa"L. The 
values of C and n are dependent on the diameter ratio; 

however, this dependence is small when the diameter ratio ex
ceeds 2.0 and Rax > 104. 

6 The heat transfer results show that for gases in the an
nulus the influence of the outer-cylinder boundary on the heat 
transfer coefficient in the convection region is negligibly small 
at a diameter ratio of 10. Free cylinder heat transfer coeffi
cients are approached monotonically as the diameter ratio is 
increased. 
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Natural Convection From 
Horizontal Wires to Viscoelastic 
F i • i luids 
Natural convection heat transfer from horizontal wires of three different diameters 
(0.0254, 0.0508, and 0.0826 cm) to a pool of viscoelastic liquid was studied. 
Aqueous solutions of Natrosol and Poly ox constituted the viscoelastic test fluids. 
The experimental Nusselt numbers were found to agree with the correlations recom
mended by Fand and Bruckerfor Newtonian fluids if the zero shear rate viscosity is 
used in the Rayleigh and Prandtl numbers. 

1 Introduction 

The study of free convection from horizontal wires and 
cylinders to the surrounding fluid has generated considerable 
interest during the past years. This is understandable, given 
the wide range of application of such studies, including hot
wire anemometry and rating of electrical conductors. Further
more, such free convection studies provide essential 
background information to the study of nucleate boiling from 
cylindrical geometries. 

A number of review articles surveying the research on free 
convection from horizontal cylinders have appeared in recent 
years, including the works of Morgan [1], Raithby and 
Holland [2], and Fand and Brucker [3]. These studies have 
dealt with Newtonian fluids with major emphasis on air and 
water as the surrounding fluid, although some experimental 
results are available for high Prandtl number fluids such as 
oils [3]. 

A recent review article by Shenoy and Mashelkar [4] has 
treated the problem of free convection to non-Newtonian 
fluids, including both purely viscous and viscoelastic fluids. 
They predict that the average Nusselt number for free convec
tion from a horizontal cylinder to a viscoelastic fluid increases 
slightly from the Newtonian value at low values of the 
Weissenberg number (i.e., at low polymer concentration), 
reaches a peak, and then decreases dramatically with increas
ing Weissenberg number. They argue that this conclusion is 
confirmed by the experimental results of Lyon et al. [5] which 
revealed a decrease in measured heat transfer with an increase 
in the polymer concentration. 

In contrast, the experimental results of Liang and Acrivos 
[6] for free convection from an upward-facing flat plate in
dicate that the Nusselt number increases with increasing 
elasticity (i.e., Weissenberg number) at a fixed Rayleigh 
number. This observation is confirmed by a Soviet investiga
tion [7]. 

Against this background, it was decided to undertake a 
more detailed study of free convection from a horizontal wire 
to a well-defined viscoelastic fluid. 

2 Experimental Apparatus 

The experimental apparatus consists of the heat transfer test 
set up, the power supply, and measuring system as shown in 
Fig. 1. In addition, there is an auxiliary system for preparing 
the aqueous polymer solutions and for carrying out detailed 
rheological measurements. 

(a) Heat Transfer Equipment. The heat transfer studies 
were carried out with three different diameter platinum wires 

of 0.0254, 0.0508, and 0.0826 cm, all 15.24 cm in length. Each 
wire was placed, in turn, horizontally inside a rectangular 
stainless steel tank equipped with pyrex glass windows on op
posing sides (Fig. 1). The tank, which is 10.2 cm wide, 30.5 cm 
long, and 35.6 cm deep is in turn placed in another tank 30.5 
cm x 45.7 cm X 40.6 cm also equipped with glass windows on 
the same opposite sides. The four glass windows are aligned 
and a fluorescent lamp is located at the back of the outside 
tank so that the experiments can be viewed clearly through the 
windows. The outside tank is filled with a clear transparent oil 
of high boiling point (Arcopak 70 from the Atlantic Richfield 
Oil Company, boiling point 274°C) and serves as a constant 
temperature bath. Four 1000 watt heating rods placed 
horizontally under the inner tank serve as the heat source for 
the constant temperature bath. The temperature of the bath is 
regulated by two 30.5 cm x 30.5 cm heating pads attached to 
the two windowless sides of the tank which are connected to a 
manually controlled variac. The temperature of the oil is 
measured by a mercury thermometer positioned inside the out
side tank. 

The ends of the platinum wire are soldered to two brass ter
minals, one of which is screwed onto the support while the 
other is tightened to the support by a carefully selected 
stainless steel spring such that the wire is under a constant 
minimal tension to ensure a straight horizontal heating 
geometry as its temperature increases. The power lines, which 
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are No. 12 gauge copper wires fitted with teflon tubing, are 
connected to the end of the brass terminals. To minimize the 
end effects, the test section is chosen to be the center of the 
wire. A copper wire, also fitted with teflon tubing, is silver-
soldered to each end of the test section and connected to the 
measuring taps on the top cover of the tank. Because of its 
function as the support of the electrical terminals, the cover is 
made of thick delrin plastic which is a good electrical in
sulator. The cover is lined with an O-ring and is tightened to 
the tank with 18 screws. 

The temperature of the fluid is measured by four copper-
constantan thermocouples fitted in 0.3 cm thermowells, which 
can be raised or lowered to cover a large area in the fluid. The 
tips of the thermowells are bent 90 deg to minimize conduction 
errors. 

(b) Power Supply and Measurement System. The heat 
source of the test wire is a series of direct current (d-c) 
rechargeable batteries which are capable of delivering a range 
of fixed voltages such that heat transfer under different values 
of heat flux can be studied. Direct current is used here for the 
purpose of obtaining a steady supply of heat. The heat sup
plied is further regulated by variable resistors which are com
patible with large currents. Block resistors are installed so that 
the resistance of the platinum wire can be measured accurately 
by passing very small currents through the wire. A circuit 
diagram is shown in Fig. 1. 

The current is accurately determined from the voltage drop 
measurement through a standard resistance of 0.1 ohm (Leeds 
and Northrop Company). This and the voltage drop across the 
platinum wire are measured simultaneously by two digital 
multimeters (Hewlett-Packard Company). 

(c) Preparation of Polymer Solutions. Two kinds of 

POLYOX W S R - 3 0 1 

o a o & tj o 

OOOOO 

Fig. 3 Steady shear viscosity of Polyox solutions at room temperature 

polymer, namely hydroxyethyl cellulose (Natrosol 250 HHR, 
Hercules Company) and polyethylene oxide (Polyox 
WSR-301, Union Carbide Company) were selected for the ex
perimental study. Both are high-molecular-weight polymers 
and it is well established that aqueous solutions of these 
polymers are viscoelastic. In order to cover a range of elastic 
behavior several concentrations of each polymer were used. 

Since direct current is used in these heat transfer ex
periments deionized water is used as the solvent to minimize 
complications which might be created by free ions present in 
tap water. The deionized cartridges are arranged as recom
mended by their manufacturer Cole-Parmer Company. 

The polymer solutions are prepared in 40 liter drums. In 
preparing the viscoelastic fluids air bubbles are trapped in the 
polymer solution, especially the more concentrated ones. This 
creates complications as the bubbles adhere to the heating wire 
especially when heat is passing through the wire. A vacuum 
pump manufactured by the Welch Scientific Company was 
found to be very efficient in removing the air bubbles in a 
relatively short time. 

(d) Steady Shear Viscosity Measurements. The steady 
shear viscosities of the polymer solutions as a function of 
shear rate are measured by a Weissenberg rheogoniometer 
(model R-18 from Sangamon Company), a Brookfield 
viscometer (model LVT from Brookfield Company), and a 
capillary viscometer. These instruments were described in 
detail in [8, 9]. The Weissenberg rheogoniometer and 
Brookfield viscometer are used to measure the low shear rate 
viscosity of the polymer solutions. The main advantage of the 
Brookfield viscometer is that it is capable of measuring the 
low shear rate viscosity at different temperature levels. The 
capillary viscometer was used to measure the high shear rate 
viscosity at different temperature levels. 

N o m e n c l a t u r e 

A surface area of the wire, cm2 

specific heat at constant 

Ge = 

h = 

K = 

k = 

Kp, = 

evaluated at T, /> pressure 
J/g'K 
diameter of heated wire, cm 
acceleration of gravity, cm/s2 

Gebhart number = g(3d/Cp 

heat transfer coefficient = 
q/A (Tw-Tb), W/cm2 .K 
power-law consistency, dyne
s'' /cm2 

thermal conductivity of fluid 
evaluated at Tf, W/cm»K 
thermal conductivity 
platinum wire, W/cm«K 
power-law index 

of 

Nu 
Pr 

Pr„ 

Ra = 

Ra* 

T 
Tb 

T 

Nusselt number = hd/k 
Prandtl number = rjQCp/k 
Prandtl number for power- v = 
law fluids = (k/paXa/d2)"-1 

heat transfer from wire to Ws = 
fluid, W a = 
Rayleigh number = /3 = 
pgPATd3/r,0a 
Rayleigh number for y = 
power-law fluid = X = 
pgPATdl+2n/Ka" 
absolute temperature, K ij = 
mean fluid temperature, K Vo — 
film temperature = V«> = 
(Tw + Tb)/2,K 

= mean temperature of the wire, 
K 

= surface temperature of wire, 
K 
characteristic velocity = 
[gPAT/d]U2,cm/s 
Weissenberg number = \v/d 
thermal diffusivity = k/pCp 

coefficient of thermal expan
sion, K~' 
shear rate, s _ I 

Powell-Eyring characteristic 
time, s 
steady shear viscosity, poise 
zero shear rate viscosity, poise 
steady shear viscosity at 
7—00, poise 
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Fig. 4 Temperature dependence of the zero-shear-rate viscosity of the 
polymer solutions 

3 Experimental Results 

(a) Property Measurements of the Polymer Solu
tions. The physical properties of the dilute polymer solutions 
have been shown to be in good agreement with those of pure 
water [9, 10] except for their rheological properties. The 
steady shear viscosity as a function of shear rate at room 
temperature is shown for three different concentrations of 
Natrosol in Fig. 2 and for five concentrations of Poly ox in 
Fig. 3. For each polymer the viscosity of the solution increases 
over the whole range of shear rate including the zero shear rate 
as the concentration of polymer increases. 

The steady shear viscosity of each polymer solution was 
measured at three different temperature levels covering the 
range of experiments. The temperature dependency was cor
related in the way suggested by Christiansen et al. [11]. The 
results are presented in Fig. 4, which shows the zero shear rate 
viscosity as a function of \/T. 

(b) Elasticity of the Polymer Solutions. A measure of 
the elasticity of the polymer solutions is given by the 
characteristic time X. One way of obtaining the characteristic 
time of the polymer solutions is through the generalized 
Newtonian models. This is done by curve-fitting the steady 
shear viscosity data to the model selected. It has been shown 
that characteristic time derived from the Powell-Eyring model 
[12] successfully represents the elasticity of the polymer solu
tions [13]. The Powell-Eyring characteristic time is given by 
the following equation 

V = V«> + (.Vo-V, 
/sinh \y\ 

\y 
(1) 

The temperature dependency of the characteristic time is 
assumed to vary with l/T. Since the steady shear viscosity is 
known as a function of temperature for the different polymer 
concentrations, it is possible to determine the behavior of the 
characteristic time as a function of l/T as shown in Fig. 5. 

(c) Heat Transfer Results. The temperature of the 
platinum wire is measured by the resistance of the wire. The 
platinum wire is calibrated by placing the wire inside the rec
tangular tank where the temperature of the test fluid is con
trolled by varying the heat input to the surrounding constant 
temperature bath. The resistance of the platinum wire at . 
specified temperature levels (measured by the calibrated ther-

3.1 3 . i 3.3 3.4 [X10"3) 

l/T (1 / K) 

Fig. 5 Temperature dependence of the characteristic time of the 
polymer solutions 

10°-

-

' DEIONIZED WATER 

0° 101 102 

Dlameter(cm) 
D 
O 

0.0254 
0.0508 
0.0826 

10 

Ra 
Fig. 6 Free convection data for water 

mocouples) is determined by passing a small current through 
the wire and the respective voltage drop is recorded. This pro
cess is repeated several times. The average value of the 
resistance of the wire thus calculated is taken as the resistance 
of the wire at the specified temperature. Five temperature 
levels are covered in this way and a linear correlation is used to 
interpolate the temperature of the wire at intermediate 
temperatures. It is recognized that a platinum wire may be 
easily contaminated by moisture or by a reducing atmosphere 
[14]. Such contamination may vary the temperature-
dependent resistance of the platinum wire. Therefore 
recalibration of the platinum wire is performed after each run 
with water and with the polymer solutions. 

To obtain the surface temperature of the wire the radial gra
dient in temperature is subtracted from the mean wire 
temperature according to the relationship 

T^Tm-W£» (2) 

which may be derived by assuming uniform generation of elec
tric heat in the wire and constant thermal conductivity of the 
platinum. 

In a typical heat transfer experiment the fluid temperature is 
monitored by four type T calibrated thermocouples placed at 
locations 2 to 5 cm away from the test wire. The electrical 
measurements determine the heat transfer from platinum wire 
to the fluid, as well as the mean platinum wire temperature. 
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Table 1 Experimental ranges of wall shear rates, Rayleigh, Prandtl, and 
Weissenberg numbers for Natrosol solutions 

Concen-

(wppm) 

Diameter = 0.0254 cm (0.010") 

;i) 1,000 4.00xl0+0 - 1.60x10*' 

(2) 2,500 6-OOxlO"1 - 3.90x10*° 

{3) 5,000 1.00x10"! - 3.72xl0*D 

Diameter = 0.0508 cm (0.020") 

1,000 4.00xl0+0 - 2.71x10*' 

2,500 6-OOxlO"1 - 7.10xl0+G 

5,000 1.00x10"' - 2.98xlO*C 

Diameter = 0.0826 cm (0.033") 

1,000 4.00x10*° - 9.02xl0+{1 

2,500 6.00x10"' - 3.22xl0*C 

5,000 1.15x10"' - I.80xl0+C 

1.90X10"-1 - 1.26x10 * 

3.35xl0"Z - 1.42x10*° 

1.44xl0"3 - 1.13xl0+0 

3.70x10 u - 1.54x10 £ 

3.83xl0"1 - 2.60x10*' 

1.86x10*' - 1.55xl0*Z 

3.01xl0+0 - 3.47x10*' 

4.07X10"1 - 1.57x10*' 

1.35xlOri - 2.62x10T1 

9.33x10*' - 2.23xlO*Z 

2.53xl0*Z - 3.00xl0*3 

1.24x10*' - 2.86x10*' 

7.27x10*' - 2.08xl0*Z 

2.37xlO*Z - 1.96xl0*3 

2.00x10*' - 2.87x10*' 

1.13xl0*Z - 1.89xlO*Z 

3.71xt0*Z - 1.54xl0+3 

9.23xlO"J - 2.61x10"' 

3.86xlO~Z - l.ZGxlO"1 

6.73x10"' - 1.67xlO+C 

1.15x10"' - 2.07x10"' 

1.65xl0"Z - 8.79xl0"2 

6.47X10'1 - 1.06xlO*C 

9.86xl0"3 - l.SOxlO"2 

3.35xl0"? - 6.12xl0"Z 

5.55X10"1 - 7.91xl0_1 

Table 2 Experimental ranges of wall shear rates, Rayleigh, Prandti, and 
Weissenberg numbers for Polyox solutions 

{11 
(71 
13) 
14) 
(5) 

17) 
(8) 

(9) 

(10) 

(111 

(12) 

(13) 

Concen-

(wppm) 

Diameter 

1,000 

2,500 

3,500 

5,000 

10,000 

Di araeter 

1,000 

2,500 

3,500 

5,000 

Diameter 

1,000 

2,500 

3,500 

5,000 

(S 
[ 1 / 

= 0.0254 cm 

4.00x10*° 

1.00xl0+ 0 

7.00x10"' 

3.00x10"' 

1.50xl0"Z 

= 0.0508 era 

4 .00xl0 + 0 

1.00x10*° 

7.00x10"' 

3.00X10"1 

= 0.0626 cm 

4.00x10*° 

1.00x10*° 

7.00x10"' 

3.00x10"* 

y=0 
ec) 

(0.010") 

1.26xl0+ 1 

4.83x10*° 

3.41x10*° 

2.04x10*° 

2.01X10"1 

(0.020") 

2.97X10*1 

1.04X10*1 

5.17x10*° 

2.44x10*° 

(0.033") 

l . l l x l O * 1 

3.85x10*° 

2.31x10*° 

1.57x10*° 

Ra 

(-

1.56X10"1 -

4.15xl0"Z -

1.52xlO"Z -

3.54xlO"3 -

1.94xlO"4 -

3.37x10*° -

7.33X10"1 -

2.48X10"1 -

9.42xlO"Z -

2.37xlO+ 1 -

4.05x10*° -

1.74x10*° -

5.27X10"1 -

9.09x10*° 

2.47x10*° 

1.48x10*° 

7.73X10"1 

3.08xlO"z 

1.72xlO*2 

4-iaxlO*1 

1.57xl0+1 

5.62x10*° 

1.77xlO*Z 

4.51X10*1 

2.14X10*1 

l . lBxlO*1 

Pr 

1.64xl0+1 -

6.46xlO+1 -

1.28x10*Z -

2.71x10*2 -

6.88xl0*3 -

i.09x10*° -

4.68X10*1 -

l.ZOxlO*2 -

2.80x10*Z -

1.73X10*1 -

7.96X10*1 -

1.85xl0*Z -

4.00x10*2 -

3.21xlO+1 

1.33xl0*z 

3.09xl0* z 

1.07xl0*3 

2.21X10*4 

2.71X10*1 

1.29xl0*Z 

3.20xlO+Z 

9.77xl0*2 

2.55xlO+1 

1.29xl0*Z 

3.16xl0*Z 

9.75xlO+Z 

Ws 

{-

7.34xlO"2 -

2.41X10"1 -

5.24X10"1 -

1.19x10*° -

1.64x10*' -

7.43xlO"2 -

2.97x10 ' -

3.03X10"1 -

7.55X10"1 -

7.06xlO"Z -

2.64x10"' -

4.02X10"1 -

1.02x10*° -

1.97x10"' 

5.36x10"' 

9.39x10"' 

4.10x10*° 

4.20x10*' 

1.40x10"' 

4.56x10"' 

6.09x10"' 

2.57x10*° 

1.07x10"' 

3.69x10"' 

4.99x10"' 

2.15xlO+0 

Table 3 Proposed correlation 

( l ) 1 0 - 4 < R a < 1 0 " 2 

(2)10- 2 <Ra<10° 
(3)10°<Ra<103 

Nu = 0.893Ra0079 

Nu=1.080Ra0 1 2 1Pr0 0 0 6 

Nu=1.010Ra0152Pr0-027 

Table 4 Error estimation for the proposed correlation for water and 
viscoelastic fluids 

(A) 10"" 

(a) 

(b) 

(c) 

(d> 

( e ) 

(B) 1 0 " 

(a) 

(b> 

<c> 

(d j 

(e) 

(C) 10° 

(a) 

(b) 

(c) 

(d) 

(e) 

T e a t F l u i d s 

4 < Ha < 1 0 ~ 2 

T o t a l D a t a S e t 

Wa te r 

N a t r o s o l and P o l y o x S o l u t i o n s 

N a t r o s o l S o l u t i o n s 

P o l y o x S o l u t i o n s 

2 < R . < 10° 

T o t a l D a t a S e t 

Wa te r 

N a t r o s o l and P o l y o x S o l u t i o n s 

N a t r o s o l S o l u t i o n s 

P o l y o x S o l u t i o n s 

< Ra < 1 0 3 

T o t a l D a t a S e t 

Wa te r 

N a t r o s o l and P o l y o x S o l u t i o n s 

N a t r o s o l S o l u t i o n s 

P o l y o x S o l u t i o n s 

T o t a l No 
of D a t a 

22 

0 

22 

6 

16 

140 

10 

130 

53 

77 

797 

569 

228 

96 

132 

A v e r a g e 
E r r o r % 

0 . 1 

-0 . 1 

- 1 , 1 

0 . 6 

- 0 . 2 

6 . 7 

- 0 . 7 

- 1 . 9 

- 2 . 5 

0 . 1 

0 . 7 

- 1 . 3 

0 . 6 

- 2 . 8 

Root Hea 

E r r o r % 

5 . 1 

-5 . 1 

4 . 4 

5 . 4 

4 . 8 

7 . 7 

4 . 5 

4.0 

4 . 9 

4 . S 

3 . 8 

6 . 6 

5 . 6 

7 . 3 

A b s o l u t e 
E r r o r % 

1 1 . 8 

-11.B 

6 . 9 

1 1 . 8 

1 2 . 8 

1 2 . S 

1 2 . 1 

1 2 . 1 

1 0 . 6 

1 9 . 9 

9 . 2 

1 9 . 9 

1 9 . 9 

1 7 . 9 

No 

Cor 

of D a t a 
i n 10% of 
r e l a t i o n 

20 

0 

20 

6 

14 

136 

8 

126 

52 

76 

771 

569 

202 

91 

111 

The surface temperature of the wire is determined from equa
tion (2). The heat transfer coefficient is then determined by the 
expression 

h-
q/A 

(3) 

Calibration free convection runs with water as the test fluid 
were carried out for the three different diameter wires. A total 
of 579 runs were made covering a range of Rayleigh number 
from 1 to 750, while the Prandtl number varied from 3 to 7. 
The results, shown in Fig. 6 in the form of Nusselt number 
versus Rayleigh number, are within 7 percent of the correla
tion proposed by Morgan [1]. 

Having established the reliability of the experimental pro
cedure, heat transfer data were obtained for the Natrosol solu
tions over the test range outlined on Table 1. Noting that an 

' " " .W" 

».'«» 
. . , . . » • = . < " . . . , . 

• : : 

„ * * x x * > < £ ^ w a X 

' ' ' ' • ' • • ! 

NATROSOL 2SO HHR 

1 ' 

Fig. 7 Free convection data for Natrosol solutions 

upper limit on the velocity v is given by -JgJ3ATd, a corre
sponding upper limit on the wall shear rate v/d may be ob
tained from y/gfiAT/d. As pointed out by Ostrach [15], this 
is applicable in the region where the inertia force dominates. A 
more realistic estimate of the characteristic shear rate may be 
obtained by using the prediction of Acrivos which is valid for 
power-law fluids [16]. The power law may be expressed as 

•*(-£)" (4) 

where 7 = shear stress; K = power-law consistency; n = power-
law index. 

The shear rate near the wall given by Acrivos can be shown 
[17] to be given by 

/ du \ IgPAT Ra^-3")/2(3n + » 

\dy~),.o ~^~d P r | (5) 

where Ra^ = (pgPATdl+2n)/(Kan); PTN = (K/pa) 
(a/d2)"-1. 

It should be pointed out that the calculation of the wall 
shear rate requires the numerical values of the power-law 
parameters K and n. For each experiment the values of K and 
n depend on the wall shear rate, which is initially unknown. 
Therefore, the calculation procedure involves an initial 
estimate of the value of the power-law parameters by assum
ing the shear rate to be equal to *Jgf3AT/d. The resultant shear 
rate calculated by equation (5) can then be evaluated using the 
initial values of 7(T and n. The result is then compared with the 
initial estimation of the shear rate. This iterative procedure is 
repeated until the wall shear rate and the values of the power-
law parameters are consistent. The experimental range of the 
resulting wall shear rate for the Natrosol solutions is presented 
in Table 1 and is also highlighted in Fig. 2. It appears that the 
zero shear rate viscosity r;0 is the appropriate viscosity to use in 
the dimensionless variables such as Prandtl and Rayleigh 
numbers. In addition, the Weissenberg number \v/d, which 
provides a quantitative measure of the elasticity of the fluid, 
may be of importance and is given in Table 1. 

The Nusselt number is given as a function of the Rayleigh 
number for the Natrosol runs in Fig. 7 where it may be seen 
that the Rayleigh number is the major controlling variable and 
that the effect of Prandtl and Weissenberg numbers on the 
Nusselt number is of secondary importance over the wide 
range of test variables covered in the experiments. 

A similar procedure was followed in the case of Polyox. The 
experimental Nusselt numbers are shown in Fig. 8 as a func
tion of Rayleigh number for the aqueous Polyox solutions. It 
may be seen that there is more scatter than in the case of 
Natrosol particularly at the high Rayleigh numbers. In this 
region there is some evidence of a slight increase in the Nusselt 
number with Weissenberg number. At the lower Rayleigh 
number range there appears to be little or no effect of 
Weissenberg number. This suggets that the Weissenberg 
number may become more important as the Rayleigh number 
increases [6, 7]. 
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Fig. 9 Comparison of available empirical correlations 

(d) Statistical Treatment of Experimental Results. A 
statistical evaluation of the experimental heat transfer results 
of water and the Natrosol and Polyox solutions revealed that 
the Nusselt number is a strong function of the Rayleigh 
number and a weak function of the Prandtl number. 
Empirical correlations in the form of Nu = a Ra*Prc 

were obtained, with the terms a, b, and c being functions of 
the Rayleigh number range as shown in Table 3. 

The experimental data are compared with the proposed cor
relation in Table 4, where it can be seen that the agreement is 
very good, especially in the range of Rayleigh number from 
lO"4 to 10°. 

In the range of 10°<Ra< 103 the prediction may be off by 
20 percent in the case of the polymer solutions, although the 
root mean square error is only 6 to 7 percent. Generally speak
ing, the prediction is in better agreement with the Natrosol 
measurements than with the Polyox. Comparing Tables 1 and 
2, it can be seen that the Weissenberg numbers of the Natrosol 
solutions are lower and cover a narrower range than the cor
responding values for the Polyox solutions. This further sup
ports the earlier observation that the Weissenberg number 
may play a role in free convective heat transfer to viscoelastic 
fluids at larger Rayleigh numbers. 

(e) Comparison With Other Correlations. The proposed 
new correlation is compared in Fig. 9 with several well-
established empirical and analytical correlations, namely 
Morgan [1], Raithby and Hollands [2], and Fand and Brucker 
[3]. Kuehn and Goldstein [15], although not shown, are in 
general agreement with Raithby and Hollands. Except for 
Morgan's result, which assumes the Nusselt number to be a 
function only of the Rayleigh number, these correlations in
dicate that the Nusselt number is a function of Rayleigh and 
Prandtl numbers. Furthermore, Fand and Brucker include a 

viscous dissipation term (the Gebhart number = gfid/Cp). In 
the present experimental study the Gebhart number ranges 
from 10~10 to 10~9 and its contribution is minor. 

The experimental range of Prandtl number covered in the 
current program is shown as shaded in Fig. 9, along with the 
various predictions. It may be concluded that of the available 
correlations the prediction of Fand and Brucker yields the best 
agreement with the current measurements over the range of 
the test variables. In fact, in the range of Rayleigh number 
from 10° to 103 the prediction of Fand and Brucker lies within 
10 percent of the experimental data for 770 points out of a 
total data set of 797. Thus the proposed new correlation is 
found to be within a few percent of the Fand and Brucker cor
relation over the entire experimental range. 

4 Conclusions 

The following conclusions can be drawn from this study: 
(a) The zero shear rate viscosity of polymer solutions 

which exhibit viscoelastic behavior may be the appropriate 
choice for correlating free convection heat transfer results. 

(b) Based on the zero shear rate viscosity the free convec
tion heat transfer performance of a horizontal wire in a 
viscoelastic fluid found to be the sasme as in the case of 
Newtonian fluids. The correlations proposed by Fand and 
Brucker is found to yeild good agreement over the range of 
variables studies (3<Pr<22,000 and 10"4<Ra<103). 

(c) New correlations including water, Natrosol, and 
Polyox solutions are proposed in the form of Nu = a Ra6Prc. 
They offer no major improvement over the correlation of 
Fand and Brucker. 

(d) Elasticity plays a negligible secondary role in the case 
of free convection from a horizontal wire to a surrounding 
viscoelastic fluid over the range of variables studied. There is 
some evidence that the effect of elasticity may become impor
tant at Rayleigh numbers above 103. 
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Three-Dimensional Analysis of 
Natural Convection in a Toroidal 
Loop: Effect of Tilt Angle 
A three-dimensional numerical analysis of natural convection in a toroidal ther
mosyphon has been performed. The results confirm the experimental observations 
of three dimensionality, streamwise flow reversal, and secondary motion. The flow 
reversals reduce the wall friction and buoyancy forces, and consequently have a 
strong effect on the average axial velocity. 

Introduction 

This study concerns the steady-state natural convection flow 
through a toroidal loop oriented in a vertical plane (see Fig. 1). 
One half of the loop is heated, and the other half is cooled. 
When the loop is tilted as shown in the figure, flow occurs in 
the counterclockwise direction. 

This system is a simple example of a class of devices known 
as thermosyphons or natural circulation loops, which have 
many applications [1-7], For instance, in solar thermosyphon 
hot water heaters, the heat transfer fluid is heated at the solar 
collector and rises through a pipe to a raised storage tank. 
Here it transfers heat to the water in the tank, and consequent
ly falls back down to the collector. Natural circulation may 
also arise in the emergency cooling of nuclear reactor cores, 
e.g., when a pump failure occurs. Other applications include 
cooling of internal combustion engines and turbine blades, 
geothermal power production, thermosyphon reboilers, heat 
exchanger fins, permafrost protection, ice production, and 
computer cooling. 

Two early analyses of simplified natural circulation loops 
were performed by Welander [8] and by Keller [9]. These 
yielded steady-state and oscillatory solutions. 

Creveling et al. [10] carried out an experimental and 
analytical investigation of the toroidal thermosyphon con
figuration with zero tilt angle (i.e., a = 0 in Fig. 1). They 
observed a region of flow reversal near the entrance to the 
cooling section. 

Damerell and Schoenhals [11] extended this work by in
vestigating, both experimentally and analytically, the effect of 
tilting the thermosyphon about its horizontal axis (a ^ 0 in 
Fig. 1). A one-dimensional, steady-state analysis predicted 
that the mass flow rate would decrease monotonically with in
creasing tilt angle. Experimentally, however, it was found that 
for small tilt angles, the flow rate did not vary strongly with 
tilt angle, and fell below the predictions. The discrepancy was 
attributed to the regions of streamwise flow reversal which 
were once again observed near the entrance to the cooling 
section. 

Many one-dimensional thermosyphon analyses have been 
performed to investigate various aspects of the problem. For 
instance, Ramos et al. [12] addressed the effect of a variable 
cross-sectional area. Greif et al. [13] and Mertol et al. [14] ex
tended the one-dimensional analysis to the transient case. 
Mertol et al. [15, 16] performed a two-dimensional (/• and 6) 
numerical analysis of the toroidal thermosyphon. The 

Constant wall 
temperature, T 

, Cooling 
water out 

Fig. 1 

0 ,2 i r 

Constant wall 
heat flux, q 

The toroidal thermosyphon 
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predicted mass flow rate was compared to the experimental 
data reported by Creveling et al. [10] and good agreement was 
obtained. 

Stern and Greif [17] undertook further experimental in
vestigation of the same thermosyphon configuration. Three-
dimensional effects were observed, such as flow reversal, 
nonzero cross-stream velocities, and nonaxisymmetric 
temperature profiles. Gorman et al. [18] applied the concepts 
of nonlinear dynamics to their experimental observations of 
flow in the toroidal thermosyphon. 

To summarize, experiments on the toroidal thermosyphon 
have shown that under stable flow conditions, the axial veloci
ty and the temperature are nonaxisymmetric (depend on <f>), 
the cross-stream velocities are nonzero, and regions of stream-
wise flow reversal exist. The one- and two-dimensional 
analyses performed to date, because of their simplifications, 
have not predicted any of these flow phenomena. 

Accurate prediction of the details of the flow and heat 
transfer requires the use of a three-dimensional analysis, with 
all three velocity components included. This paper describes 
some of the results of such an analysis, especially as they per
tain to the effect of the tilt angle on the flow. A future paper 
will discuss the effect of the Grashof number. 

Analysis 

For the numerical analysis of the thermosyphon, the flow 
was taken to be three dimensional, and all three velocity com
ponents and pipe curvature were included. The only simplify
ing assumptions were that the flow: (1) was steady state, (2) 
was symmetric about the vertical plane containing the circle of 
radius R* formed by the pipe centerline, (3) was laminar, (4) 
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was incompressible, (5) had constant properties (except for the 
use of the Boussinesq approximation for the density), (6) had 
negligible viscous dissipation, and (7) had negligible Coriolis 
acceleration due to the ear th 's rotat ion. These assumptions are 
believed to introduce little error into the solution [19]. 

Given these assumptions, the nondimensional differential 
equations, expressed in the coordinate system shown in Fig. 2, 
are as follows (see Nomenclature) 
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Tc = constant wall temperature in 
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Tw = T(a*, 4>, 8) 
u = nondimensional vector 

velocity 
u* = radial velocity 
u = u*/W = nondimensional 

radial velocity 
i>* = circumferential velocity 
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expansion 
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circumferential coordinate 
(T~TC)/AT = dimen-
sionless temperature 
(Tb-Tc)/AT = bulk (or 
mixed mean) dimensionless 
temperature 
(TW~TC)/AT = dimen
sionless temperature at wall 
(zero in cooling section, but 
not in heating section) 
cross-sectionally averaged 
dimensionless temperature 
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The solution to these equations depends on the four 
parameters Gr, Pr, R, and a. Both the buoyancy and viscous 
terms are multiplied by 1/Gr. This does not mean that 
buoyancy becomes less important as the Grashof number in
creases. Rather, since the characteristic velocity was derived 
based on a balance between buoyancy and friction, the non-
dimensional equations reflect this balance. 

The differential equations were solved using a finite dif
ference computer program. The computer program is a ver
sion of the TEACH code [20], a finite difference program for 
solving the continuity, momentum, and energy equations in 
their complete elliptic form. The concepts underlying this 
computer program are discussed by Patankar [21], and a ver
sion for curved pipes is described by Humphrey [22]. The 
computer program solves for the primitive variables («, v, w, 
p, and $). The hybrid differencing technique [21] (a combina
tion of upwind and central differencing) is used for the con
vection and diffusion terms in the momentum and energy 
equations. The pressure is determined by using the SIMPLER 
algorithm [21], which converts the continuity equation into an 
equation for the pressure. The solution procedure is iterative, 
and must be underrelaxed at each step to ensure stability of the 
sequence of iterations. The solution converges extremely slow
ly; each case required thousands of iterations, which took 1 to 
2 days of cpu time on an IBM 4341. 

The computer program was validated on several flows 
which are simpler than the thermosyphon flow, and for which 

2 2 

Fig. 3 Temperature profiles in symmetry plane, near cooling section 
entrance, 10 deg tilt 

. 0 
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Fig. 4 Axial velocity profiles in symmetry plane, near cooling section 
entrance, 10 deg tilt 

experimental data or analytical solutions were available. These 
cases were chosen so as to verify that distinct aspects of the 
computer program were properly implemented. The cases 
were: (1) flow in a curved pipe with no heat transfer, (2) ther
mally developing flow in a straight pipe with no buoyancy, for 
constant wall temperature and for constant wall heat flux 
boundary conditions, (3) hydrodynamically and thermally 
developing flow in a vertical pipe with buoyancy, and (4) 
hydrodynamically and thermally developing flow in a horizon
tal pipe with buoyancy. Satisfactory agreement was obtained 
in every case [19]. 

For the solution procedure used in this research, 
"convergence" can have two meanings. The solution pro
cedure is iterative; for a particular finite difference grid, the 
sequence of iterations must converge to a reasonably accurate 
solution of the finite difference equations. Secondly, as the 
finite difference grid is refined, the sequence of solutions must 
converge to a reasonably grid-independent result. When both 
of these criteria are met, the numerical solution will be a good 
approximation to a solution of the differential equations. The 
first of these two criteria will be referred to as convergence, 
and the second will be termed grid independence. Both of 
these criteria were met for the thermosyphon cases reported 
here. 

Convergence of the iterations is judged by the magnitude of 
the residuals. For each of the five governing equations, i.e., r, 
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Fig. 5 Secondary velocity vectors at 0 = 21.3 deg, 10 deg tilt 

INNER OUTER 

Fig. 6 Temperature contours (isotherms) at 0 = 21.3 deg, 10 deg tilt 

(j>, and 6 momentum, continuity (pressure), and energy, the 
residual is the sum over all the nodes of the amount by which 
the finite difference equation is not satisfied. The residuals are 
normalized appropriately, e.g., the axial momentum residual 
is normalized by the quantity pcW

1-wa*2. For one case, the 
computer program was run using two different convergence 
criteria; the residuals for all five equations were required to be 
less than 0.04 and less than 10"3, respectively. The calculated 
results corresponding to these two convergence criteria were 
compared graphically, and were generally indistinguishable. 
Based on this information, all residuals for other cases were 
required to be less than 0.04 for convergence to be considered 
satisfactory. Note that the number of nodes was around 105, 
so that the error per node is extremely small. 

Two different cases were investigated with various finite dif
ference grids, to determine the number of grids needed in each 
of the three coordinate directions to obtain reasonably grid-
independent results. For the Grashof number value considered 
here, a 39 x 26 x 100 grid (in the r, <t>, and 8 directions, respec
tively) was found to be satisfactory. The r grid was 
nonuniform, with finer spacing near the wall, the </> grid was 
uniform, and the 8 grid spacing was finer near the heating and 
cooling section entrances. For one of the cases reported, it was 
also verified that global force and energy balances (over the 
entire thermosyphon volume) were satisfied to within 1 
percent. 

Results 

Recall that the solution for the flow in the thermosyphon 
depends on the four parameters Gr, Pr, R, and a. The cases 
which are investigated in this study correspond to the 
geometry of the toroidal thermosyphons at Purdue University 
and the University of California, Berkeley, i.e., R = 24.6. The 
Prandtl number is a typical value for water, i.e., Pr = 6.5. Un
fortunately, as explained by Lavine [19] it was not possible to 
obtain converged results for values of the Grashof number 
corresponding to the experimental data of Creveling et al. [10] 
and Stern and Greif [17], which were on the order of 104. 
Failure to obtain converged results may be related to the 
observed unsteady nature of the flow at these values of the 
Grashof number. The cases presented here are for Gr= 1900 
and tilt angles of 10, 45, and 90 deg. A future paper will con
sider Gr = 3600. 

Since a is between 0 and 90 deg for the cases investigated 
here, the main flow is in the counterclockwise'direction. 
However, regions of flow reversal do exist for some of the 

I 2 

Fig. 7 Temperature profiles in symmetry plane, near heating section 
entrance, 10 deg tilt 

Fig. 8 Axial velocity profiles in symmetry plane, near heating section 
entrance, 10 deg tilt 

cases. Secondary or cross-stream motion (i.e., motion perpen
dicular to the axial or 8 direction) was also predicted by the 
numerical analysis. 

Figures 3 and 4 show the dimensionless temperatures and 
axial velocity profiles in the symmetry plane, near the entrance 
to the cooling section (8 = a) for a = 10 deg. The left and right-
hand sides of the graph correspond to the inner and outer pipe 
halves, respectively. In Fig. 3, before the flow enters the cool
ing section (6 = 9.8 deg), the temperature peak is at the inner 
wall. This is because buoyancy causes the hotter, lighter fluid 
to rise, and in the bottom half this brings the hotter fluid 
toward the inner wall. The fluid enters the cooling section at 
8= 10 deg (see 8= 10.3 deg in Fig. 3) and the temperature at 
the wall drops to the specified wall temperature. As the flow 
proceeds downstream the pipe becomes more inclined; thus 
the hot fluid near the inner wall tends to rise toward the outer 
wall, and so the temperature peak shifts toward the outer wall. 
This contributes to the secondary motion which is illustrated 
in Fig. 5 at the location 0 = 21.3 deg. 

Next, consider the axial velocity profiles (Fig. 4). Before the 
flow enters the cooling section (6 = 9.4 deg), the velocity peak 
is near the inner wall. This is because the hotter fluid there 
rises more quickly than the cooler fluid at the outer wall. Due 
to the rapid cooling at the walls, the flow begins to decelerate 
there. At the same time, the velocity peak is moving toward 
the outer wall due to the secondary motion. This shift in the 
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Fig. 9 Temperature profiles in symmetry plane, near cooling section 
entrance, 45 deg tilt 

Fig. 11 Temperature profiles in symmetry plane, near cooling section 
entrance, 90 deg tilt 

Fig. 10 Axial velocity profiles in symmetry plane, near cooling section 
entrance, 45 deg tilt 

INNER 

Fig. 12 Axial velocity profiles in symmetry plane, near cooling section 
entrance, 90 deg tilt 

velocity peak is consistent with the temperature peak near the 
outer wall. The secondary motion brings the cold, slowly mov
ing fluid in the neighborhood of the wall toward the inner 
wall. This fluid begins to fall, creating a region of flow rever
sal near the inner wall. The temperature is considerably lower 
in the region of flow reversal than in the remainder of the 
cross section. This is especially apparent in the temperature 
contour plot (Fig. 6) for 9 = 21.3 deg. 

The temperature decreases throughout the remainder of the 
cooling section. As the flow proceeds toward the top of the 
loop, the component of the gravitational force in the axial 
direction decreases. Therefore, the region of flow reversal 
gradually diminishes, and vanishes by 8 = 60 deg. 

Figures 7 and 8 are temperature and axial velocity profiles in 
the symmetry plane, near the beginning of the heating section, 
again for the a = 10 deg case. Note that the right sides of these 
(and all other) plots still correspond to the outer wall, even 
though if the thermosyphon is viewed as in Fig. 1, the outer 
wall is now to the left. At 6=189.8 deg in Fig. 7, the 
temperature has risen significantly near the inner wall, even 
though the flow is still in the cooling section. This temperature 
increase is due to a region of flow reversal which causes fluid 
from the heating section to flow back into the cooling section. 

Upon entering the heating section (0 = 190.3 deg) the wall 
temperature increases. It increases much more at the inner 

wall than at the outer wall, and remains higher near the inner 
wall throughout the entire heating section. This is because the 
heated fluid near the walls tends to rise, bringing it toward the 
inner wall. This creates a secondary motion in the same direc
tion as in the cooling section. The secondary motion brings the 
hot, slowly moving fluid in the neighborhood of the wall 
toward the inner wall, where it rises, forming a flow reversal, 
as seen in Fig. 8. The speed of the reversed flow is greater in 
the heating section than in the cooling section. This is because 
a constant wall heat flux boundary condition allows greater 
temperature variation over a cross section than does a con
stant wall temperature boundary condition. This in turn 
causes a larger variation in axial momentum due to buoyancy. 
Thus the velocity minimum and maximum are more extreme 
in the heating section than in the cooling section. The flow 
reversal is stronger in the heating section, and is therefore able 
to penetrate back into the cooling section. 

The a = 45 and 90 deg cases are discussed next. Note that 
a = 90 deg corresponds to cooling the left-hand side of the 
loop and heating the right-hand side. 

The temperature and axial velocity profiles in the symmetry 
plane near the cooling section entrance are shown in Figs. 9-12 
for the a = 45 and 90 deg cases. The 6 values of these curves 
are the same as for the a =10 deg case, relative to the tilt 
angle. For example, the curve for 6 = 30 deg for the 10 deg tilt 
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Fig. 13 Temperature profiles in symmetry plane, near heating section 
entrance, 45 deg tilt 

Fig. 14 Axial velocity profiles in symmetry plane, near heating section 
entrance, 45 deg tilt 

case corresponds to 0 = 65 and 110 deg for the 45 and 90 deg 
tilt cases, respectively. The results have been presented in this 
way because many of the phenomena observed in the ther-
mosyphon are related to the distance from the heating or cool
ing section entrances. 

The temperature profiles near the entrance to the cooling 
section can be compared in Figs. 3, 9, and 11 for the a = 10, 
45, and 90 deg cases, respectively. Recall that for the a= 10 
deg case, the temperature peak was at the inner wall at a loca
tion shortly upstream of the cooling section entrance (see Fig. 
3 for 0 = 9.8 deg). This was caused by the hotter fluid rising 
toward the inner wall in the bottom half of the thermosyphon. 
In the upper half, however, the hotter fluid tends to rise 
toward the outer wall. Thus, for a = 45 deg, by the time the 
fluid reaches the cooling section entrance, the temperature dif
ference between the inner and outer walls has decreased 
substantially. For a = 90 deg, the cooling section entrance is at 
the top of the loop, and by the time the fluid reaches this loca
tion the temperature peak has moved to the outer wall. Once 
inside the cooling section, the temperature decreases in all 
three cases. 

The axial velocity profiles can be compared in Figs. 4, 10, 
and 12. The profiles for a = 10 and 45 deg both exhibit a flow 
reversal at the inner wall. However, for a = 45 deg, the flow 
reversal is considerably weaker than for a =10 deg. This is 
because the component of gravity in the axial direction is less 

I 2 

Fig. 15 Temperature profiles in symmetry plane, near heating section 
entrance, 90 deg tilt 

Fig. 16 Axial velocity profiles in symmetry plane, near heating section 
entrance, 90 deg tilt 

at 0 = 45 deg than at 0=10 deg (i.e., cos 45 deg/cos 10 
deg = 0.72). Note that for a = 90 deg, there is no flow reversal, 
because the cooling section begins at the top of the loop, and 
the cooled fluid near the walls falls in the main flow direction. 

The results near the entrance to the heating section are 
shown in Figs. 7, 13, and 15 for the temperature profiles, and 
Figs. 8, 14, and 16 for the axial velocity profiles. The results 
for a = 45 and 90 deg are quite similar. The temperature in
creases gradually near the wall and is only slightly higher at the 
inner wall. There is no flow reversal in either case. The 
behavior is substantially different from the a =10 deg case, 
for which there is a strong flow reversal and corresponding 
large temperature peak, near the inner wall. The lack of flow 
reversal for the a. = 90 deg case is to be expected, since heating 
starts at the bottom of the loop, and the heated fluid near the 
walls rises in the main flow direction. For a = 45 deg, however, 
the lack of flow reversal may seem surprising, especially when 
it is recalled that for a = 10 deg, the flow reversal was actually 
stronger in the heating section than in the cooling section. This 
apparent contradiction can be explained as follows. In the 
heating section, the wall heat flux is fixed, and the wall 
temperature will vary with location. In the absence of a flow 
reversal, the wall temperature tends to increase gradually 
through the heating section, and to become gradually larger at 
the inner wall. If attention were restricted to the region very 
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Fig. 17 Bult temperature, all three tilt angles 
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Fig. 18 Bulk and average temperatures, 10 deg tilt 
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Fig. 22 Nusselt number, peripherally averaged 

near the entrance to the heating section, a flow reversal would 
not be expected to form, no matter what the tilt angle, because 
the temperature will have changed very little from its distribu
tion in the cooling section. For a= 10 deg, however, the flow 
reversal can be thought of as being "initiated" further 
downstream, at a location where the temperature profile has 

had an opportunity to develop, and the fluid has become hot
ter near the inner wall. Of course, as the bottom of the loop is 
approached, the axial component of gravity goes to zero. 
Therefore, if heating begins sufficiently close to the bottom of 
the loop, the temperature profile will not have developed 
enough to cause a flow reversal to occur before the axial com-
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ponent of gravity becomes small. Apparently this is the case 
for a tilt angle of 45 deg, since there is no flow reversal. 

The values of the dimensionless average velocity for these 
three cases are 0.824, 0.915, and 0.669 for a= 10, 45, and 90 
deg, respectively. Note that the velocity does not vary 
monotonically with tilt angle. This will be discussed later. 

The dimensionless bulk (or mixed mean) temperature $A as 
a function of 8 is shown in Fig. 17 for all three tilt angles. The 
abscissa is 8 — a + 10 deg, so that the locations of the heating 
and cooling section entrances coincide for all three cases. The 
shapes of the curves are quite similar. From an energy balance 
on the heating section, the difference between the maximum 
and minimum temperatures (at 8 = a and d = a + 180 deg) 
must be inversely proportional to the average axial velocity. It 
can be confirmed that the temperature differences shown on 
the graph are indeed inversely proportional to the average ax
ial velocities given in the preceding paragraph. 

If the momentum equation is averaged over a cross section, 
the buoyancy_force is found to be proportional to the average 
temperature $. The quantity $ is not the same as the bulk 
temperature $b because the bulk temperature is a velocity-
weighted average. For the a= 10 deg case (Fig. 18), near the 
entrance to the cooling section, the region of higher 
temperature is associated with higher velocity. Thus, the bulk 
temperature $b will tend to be larger than the average 
temperature $ (which is not velocity weighted). Similarly, near 
the heating section entrance, the region of higher temperature 
is associated with low or even negative velocity. Thus the bulk 
temperature will tend to be lower in this region than the 
average temperature. As the tilt angle increases^ and the flow 
reversals diminish, the average temperature $ deviates less 
from the bulk temperature * 6 (Figs. 19 and 20). Note that the 
flow reversals are associated with a "cold spot" near the cool
ing section entrance, and a "hot spot" near the heating section 
entrance. This is important in understanding how the average 
axial velocity varies with tilt angle. 

Figure 21 shows the peripherally averaged quantity/Re as a 
function of 6, for all three tilt angles. Note that once again the 
abscissa is 8 — a + 10 deg. The cooling and heating section 
entrances are at 8 - a + 10 deg = 10 deg and 190 deg, respec
tively, for all three cases. 

By definition, the wall shear stress is positive when it op
poses the main flow, i.e., when it acts in the negative 8 direc
tion. In the flow reversal regions, the wall shear stress is local
ly negative, since it acts in the same direction as the main flow 
(i.e., it opposes the reversed flow). For a = 10 deg, the average 
friction drops rapidly near the cooling and heating section en
trances, because the negative friction near the inner wall more 
than compensates for any increased positive friction near the 
outer wall. For a = 45 deg, the flow reversals are not as strong 
as for a = 10 deg, and therefore/Re does not decrease as much 
near the cooling and heating section entrances. For the a = 90 
deg case there is no flow reversal. Cooling begins at the top of 
thejoop, and the colder fluid near the wall accelerates, causing 
/Re to increase as soon as the fluid enters the cooling section (9 
— a + 10 deg = 10 deg). Similarly, heating begins at the bot
tom of the loop, and the hotter fluid near the wall accelerates, 
causing /Re to increase when the fluid enters the heating sec
tion (8 - a + 10 deg = 190 deg). The fact that the flow rever
sal regions tend to decrease the peripherally averaged wall fric
tion is important in understanding how the average axial 
velocity varies with tilt angle. 

The peripherally averaged Nusselt number Nu is shown in 
Fig. 22 as a function of 8 for all three tilt angles. The Nusselt 
number decreases rapidly near the cooling and heating section 
entrances, as a thermal boundary layer develops. Throughout 
the remainder of the thermosyphon, however, Nu varies 
nonmonotonically with 8, in a complicated manner which 
has not_b_een predicted by any of the earlier analyses. Further
more, Nu is substantially larger than for laminar flow in a 

straight pipe. This fact has been experimentally observed by 
Creveling et al. [10]. 

Discussion of the Average Axial Velocity 

The axial momentum equation, when averaged over the en
tire volume of the thermosyphon, reduces (to a very close ap
proximation [19]) to a balance between the total buoyancy and 
total wall frictional forces: 

"total buoyancy" = "total friction" 

P2 l - 2i» f2' /Re 
$ cos 8dd = ~ - \ ~ d 8 

Jo ir2 Jo 16 
T h u s ^ f 2 T _ 

- — * cos 8d8 
— 4 Jo 
w = = = 

1 f 2» /Re 
2TT JO 16 

Table 1 lists the quantities (TT/4) Jg* * cos 8d8, (1/2TT) Jg" 
/Re/16 dd, and w for the one-, two-, and three-dimensional 
analyses, for the three cases considered in the current study. 
The two-dimensional results are from Mertol et al. [15], for 
the case of zero tilt angle. The one-dimensional results are 
derived using the analysis of Greif et al. [13], with the inclu
sion of a variable tilt angle. For the one-dimensional analysis, 
the values/Re = 16 and Nu = 3.658 (in the cooling section) are 
used, based on the result for fully developed laminar flow and 
heat transfer in a straight pipe with a constant wall 
temperature. 

First consider the three-dimensional results. As described 
earlier, the friction generally increases with increasing tilt 
angle, due in part to the weaker flow reversals for the higher 
tilt angles. This result was not expected. Indeed, Damerell and 
Schoenhals [11] suggested that the flow reversal regions cause 
increased friction, and they used this to explain why their one-
dimensional analysis overpredicted the average velocity for tilt 
angles between 0 and 60 deg. While this explanation seemed 
plausible at the time, the results of the current study indicate a 
different interpretation. In agreement with experimental 
observation [10], the friction in the thermosyphon is indeed 
found to be greater than for fully developed laminar flow in a 
straight pipe (i.e., /Re =16). However, the flow reversals 
which occur for low tilt angles actually reduce the friction 
relative to the higher tilt angle cases. The current analysis 
demonstrates that the flow reversals also substantially 
decrease the total buoyancy (as shall soon be reiterated) and 
this is the cause of the reduced velocity for the lower tilt 
angles. 

The total buoyancy varies nonmonotonically with tilt angle, 
due to two competing effects. The first is that as the tilt angle 
increases, the colder fluid moves toward the bottom half of 
the loop, while the hotter fluid moves toward the top half of 
the loop. This causes the total buoyancy to decrease. Thus, in 
the absence of any other effect, tilting the loop would cause 
the total buoyancy to decrease with increasing tilt angle. The 
second effect is related to the flow reversals. Flow reversals 
cause a "cold spot" in the cooling section at a location where 
the main flow is rising, and a "hot spot" in the heating section 
at a location where the main flow is falling. Thus, the flow 
reversals decrease the total buoyancy. It has been shown 
previously that flow reversals are strongest for low tilt angles, 
and diminish as the tilt angle increases. Thus, in the absence of 
any other effect, the diminishing of the flow reversals would 
cause the total buoyancy to increase with increasing tilt angle. 
This latter effect dominates for low tilt angles, so that the total 
buoyancy increases for tilt angles between a= 10 and 45 deg. 
The former effect dominates for higher tilt angles, so that the 
total buoyancy decreases between a = 45 and 90 deg. The net 
result is that the average axial velocity, like the total buoyan-
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Table 1 Comparison of wall friction, buoyancy, and average axial velocity for one-, two-, and three-
dimensional analyses 

Three-dimensional One-dimensional Two-dimensional 

a 10 deg 45 deg 90 deg 10 deg 45 deg 90 deg 0 deg 

— ^ir-de 1.05 1.19 1.44 1.00 1.00 1.00 1.05 
2ir Jo 16 

_ p2TT _ 

— * cos 6d0 0.87 1.09 0.96 1.00 0.90 0.52 0.97 
4 Jo 

w 0.82 0.92 0.67 1.00 0.90 0.52 0.92 

Percent difference 
in w relative 21 percent - 2 percent —22 percent 12 percent 
to three-dimensional case 

cy, varies nonmonotonically with tilt angle, increasing be
tween a = 10 and 45 deg, and decreasing between a = 45 and 90 
deg. 

The one-dimensional analysis assumed a value of 16 for 
/Re, which in general is seen to be inaccurate. The one-
dimensional analysis also yields an inaccurate prediction of 
the total buoyancy. For the a =10 deg case, the bulk and 
average temperatures differ substantially (see Fig. 18). The 
three-dimensional analysis shows that, as compared to the 
bulk temperature, the average temperature drops more rapidly 
near the cooling section entrance and rises more quickly near 
the heating section entrance. As mentioned earlier, this tends 
to reduce the total buoyancy. Thus, the one-dimensional 
analysis, which neglects this effect, overpredicts the total 
buoyancy for the a = 10 deg case. For the a = 45 and 90 deg 
cases, however, the average temperature does not differ great
ly from the bulk temperature (see Figs. 19 and 20). The error 
in the one-dimensional analysis for these two cases is probably 
due mainly to the Nu = 3.658 assumption. The true Nusselt 
number in the cooling section is considerably higher than 
3.658 (see Fig. 22), causing a greater decrease in the bulk 
temperature in the cooling section. For the a = 45 and 90 deg 
cases, most (or all) of the cooling section is in the left-hand 
side of the loop, where the flow is falling. Thus the lower bulk 
temperature in the cooling section tends to drive the flow, and 
the total buoyancy is increased. Therefore, since the one-
dimensional analysis uses a Nusselt number which is too low, 
it underpredicts the total buoyancy for the a = 45 and 90 deg 
cases. Due to the inaccuracy in predictions of the total friction 
and the total buoyancy, the one-dimensional analysis predicts 
values of the average axial velocity which are in error by be
tween - 2 2 and +21 percent, and perhaps more importantly, 
it does not predict the nonmonotonic variation of the velocity 
with tilt angle. 

The two-dimensional analysis yields an excellent estimate of 
the total frictional force for the single case presented (assum
ing that the results for a = 0 deg would be approximately the 
same as for a =10 deg). The predicted total buoyancy, 
however, is substantially in error. This is due to the neglect of 
three-dimensional effects and the consequent inability to 
predict the flow reversals. In the absence of flow reversal, the 
bulk and average temperatures differ much less. Thus, while 
the two-dimensional analysis does not make the assumption 
that the bulk and average temperatures are equal, the result is 
much the same as if it did. Therefore, like the one-dimensional 
analysis of the 10 deg case, the two-dimensional analysis over-
predicts the total buoyancy. Consequently, the average axial 
velocity is also overpredicted by 12 percent. It would be very 
interesting to see how accurate the two-dimensional analysis 
would be for the higher tilt angle cases, for which the bulk and 
average temperatures do not differ as greatly. 

Conclusions 

The results of this analysis have revealed some interesting 
and important characteristics of the flow and heat transfer in a 
toroidal thermosyphon. The most significant of these are: 

1 The flow is strongly three dimensional. 
2 The friction factor and Nusselt number vary around the 

loop in a complicated manner not predicted by earlier 
analyses, and they are both higher than for fully developed 
laminar flow in a straight pipe. 

3 Regions of streamwise flow reversal are predicted for the 
low tilt angle cases. 

4 The flow reversals cause the friction to decrease, con
trary to what may have been expected. 

5 The flow reversals cause the total buoyancy to decrease. 
This effect has apparently not been recognized previously in 
the literature. 

6 The flow reversals have a strong effect on the average 
axial velocity (due to points 4 and 5). 

It is recognized that the applicability of these results to real 
systems is limited by the low value of the Grashof number and 
by the simplicity of the geometry. However, the phenomena 
which are predicted in these numerical calculations have also 
been experimentally observed for higher Grashof numbers, 
and so it is believed that these numerical results are valuable in 
understanding the physics of the flow and heat transfer in a 
toroidal thermosyphon. Furthermore, flow reversals may be 
found in other natural or mixed convection flows in which 
there is a change in the thermal boundary conditions, and so 
these results have qualitative application to a broader class of 
problems. 
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Numerical Calculation of Three-
Dimensional Turbulent Natural 
Convection in a Cubical Enclosure 
Using a Two-Equation Model for 
Turbulence 
This paper presents a model and numerical results for turbulent natural convection 
in a cubical enclosure heated from below, cooled on a portion of one vertical side 
wall and insulated on all other surfaces. Three-dimensional balances were derived 
for material, energy, and the three components of momentum, as well as for the tur
bulent kinetic energy k and the rate of dissipation of turbulent kinetic energy e. The 
constants used in the model were the same as those used by Fraikin et al. for two-
dimensional convection in a channel. Illustrative transient calculations were carried 
out for Ra = 106 and 107 and Pr = 0.7. Both the dominant component of the vector 
potential and the Nusselt number were found to converge to a steady state. Isother
mal lines and velocity vectors for vertical cross sections normal to the cooled wall in
dicated three-dimensional effects near the side walls. A top view of the velocity vec
tors revealed a downward spiral flow near the side walls along the cooled vertical 
wall. A weak spiral flow was also found along the side walls near the wall opposing 
the partially cooled one. The highest values of the eddy diffusivity were 2.6 and 5.8 
times the molecular kinematic viscosity for Ra = 106 and 107, respectively. A coaxial 
double spiral movement, similar to that previously reported for laminar natural con
vection, was found for the time-averaged flow field. This computing scheme is ex
pected to be applicable to other thermal boundary conditions. 

1 Introduction 

Turbulent natural convection is observed in many cir
cumstances. The primary aim of this work was to study 
natural convection in large enclosures such as passive solar 
rooms with a heated floor and a cooled window. The method 
is also expected to be useful for turbulent natural convection 
in other applications such as for the equalization of 
temperature in a large nuclear reactor containment filled with 
fluid, and for removal of the heat generated within the casing 
of electronic equipment by integrated circuits. Natural convec
tion in such applications necessarily becomes turbulent and 
three-dimensional due to the large scale of a solar room 
and/or the large temperature difference. Prior numerical 
calculations of turbulent natural convection have been limited 
primarily to boundary-layer flow and to two-dimensional 
flows in enclosures. 

Turbulent free convection in the boundary layer along a ver
tical heated plate in an unconfined fluid has been computed by 
Plumb and Kennedy [1] and Lin and Churchill [2] using a two-
equation model, and by Fujii and Fujii [3] using a Glushko 
model. Farouk and Giiceri [4] computed turbulent free con
vection about a horizontal cylinder in an unconfined fluid us
ing a k-e model developed for forced convection. 

Turbulent natural convection in a square channel with 
isothermally heated and cooled vertical walls and linear 
temperature profiles along the lower and upper horizontal 
boundaries was computed by Fraikin et al. [5], also using a 
two-equation model. Their calculations were for air at 
Grashof numbers of 107, 5 x l 0 7 , and 108, which they 
postulated to be in the turbulent regime. Their maximum com
puted turbulent viscosity ranged from 4 times the molecular 
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viscosity at Gr = 107 to 9.6 times at 108. They carried out a 
sensitivity analysis of several of the constants in the k-e 
model. Perturbation of ± 10-20 percent for the constants in 
the model caused ±40-50 percent changes in the turbulent 
properties but only 10 percent or less in the Nusselt number. 
However, this result may be limited to their specific boundary 
conditions. 

Farouk and Giiceri [6] calculated turbulent natural convec
tion for Ra up to 107 using a k-e model in cylindrical coor
dinates for a horizontal concentric annulus whose inner 
cylinder was heated and outer cylinder cooled. They pointed 
out that at higher Rayleigh numbers a finer grid size would be 
necessary to compute the thin boundary layer next to the 
walls. 

Ozoe et al. [7] developed a computing scheme using a k-e 
model for two-dimensional turbulent natural convection in a 
long square channel heated on one vertical wall, cooled on the 
opposite one, and thermally insulated along the upper and 
lower horizontal walls. They carried out computations for 
water for Rayleigh numbers up to 10" and obtained good 
agreement with experimental values for the overall Nusselt 
number and fair agreement for the time-averaged vertical 
velocity. The latter agreement was improved by using 
modified values for the empirical constants in the k-e model as 
identified through a sensitivity analysis. 

A primary objective of the present study was to develop a 
program for characterizing the heat transfer in a passive solar 
room which invokes three-dimensional turbulent natural con
vection. A cubical enclosure was chosen for modeling with the 
floor heated and part of one of the vertical walls cooled to 
simulate a window. This model also simulates natural convec-
tive cooling of the casing of electronic equipment. The two-
dimensional computing scheme developed and verified ex
perimentally by Ozoe et al. [7] was utilized for this three-
dimensional problem. 
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2 Turbulent Mathematical Model 

A direct extension of the two-dimensional mathematical 
model for turbulent natural convection used by Fraiklin et al. 
[5], Farouk and Giiceri [6], and Ozoe et al. [7] was used in this 
three-dimensional investigation. As reported by Ozoe et al. 
[7], the k-e model proposed for low-Reynolds-number flow by 
Jones and Launder [8] was found to produce a numerically 
unstable solution for natural convection in a two-dimensional 
channel and was therefore not employed herein. 

The following seven equations represent in order and in 
dimensionless form the conservation of time-averaged 
momentum in the X, Y, and Z directions, of material, of 
energy, of turbulent kinetic energy, and of the rate of dissipa
tion of turbulent kinetic energy. 

The angle of inclination cf, of the X axis from a horizontal 
plane about the horizontal Y axis was included in the equa
tions. However, this angle of inclination was set to zero in the 
sample calculations in this work. 
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The dimensionless eddy diffusivity is related as follows, per 
Jones and Launder [8], to the dimensionless time-averaged 
turbulent kinetic energy and the dimensionless time-averaged 
rate of dissipation of turbulent kinetic energy 

Nomenclature 

c\ = 
c2 = 
cD = 

s = 
ct = 
D = 
E = 

g = 
H = 
H = 
K = 

k = 

L = 
I = 

L = 
n = 

Nu = 

parameter in k-e model 
parameter in k-e model 
constant = C*/4 

parameter in k-e model 
parameter in k-e model 
y length of the enclosure, m 
dimensionless time-averaged rate of dissipation of 
turbulent kinetic energy =e/(a3Ra£ / 3 /L4) 
acceleration due to gravity, m/s2 

height of the enclosure, m 
dimensionless height of the enclosure = Ra]^3 

dimensionless time-averaged turbulent kinetic 
energy = k/[(a/L)Ral

L
/3]2 

turbulent kinetic energy = (u'2 + v'2 + w'2)/2, 
m2 /s2 

x length of the enclosure, m 
length scale, m 
Prandtl mixing length, m 
normal direction, m 
overall Nusselt number 

p = time-averaged pressure, Pa 
Pr = Prandtl number = via 

RaL = Rayleigh number = g@(6h - e /)L3/(ac) 
T = dimensionless time-averaged temperature 
/ = time, s 

U = dimensionless time-averaged velocity in x direction 
= M/[(a/L)Ra| /3] 

u - component of time-averaged velocity in x direc
tion, m/s 

V = dimensionless time-averaged velocity in y direction 
= v/[(a/L) Ra^3] 

v = component of time-averaged velocity in y direc
tion, m/s 

W = dimensionless time-averaged velocity in z direction 
= w/[(a/L) Rai /3] 

w = component of time-averaged velocity in z direc
tion, m/s 

X = dimensionless x coordinate = x/(L/R&Yl) 
x = horizontal coordinate, m 
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K2 

(8) + 2 

The dimensionless time-averaged variables in the above equa
tions are defined as 

X=A Y= A Z-
xo y 0 

r=-L,P^,K= 

A^-A K = — , W= 

Po ^0 e 0 

'0 

dh-0,' 

~> xo —yo—^o 
^ (^ , -e , ) - i -— z 

L av J 

M„ = y0 = Wo = = _ Ra| / 3 , p0 = pa2 /*2 

X0 x, 

= (pa2/Z,2)Ra| /3, 

^-(i),-(T^)'-
e0 = « V 4 = a 3 R a f V L 4

) % = a ) 

and 

f0 = - * L = L V ( R # 3 « ) . 
"o 

The equations for the conservation of momentum were 
cross-differentiated and subtracted to eliminate the pressure 
terms, resulting in the following three equations for the com
ponents of the vorticity 

an an, an, an, dU 

dr dX dY dZ ' dX 

dU 

/a2n, a2n, a2n,\ dvf an. du /a zn, a2n, a^n,\ 
-n3 — =lo+,„(—+—+-Ezr) + 

dvf an, dvf an, 

dX dX 

dvf an2 dvf an3 

dY dY 

d2vf d2vf 

dZ dZ dY dX dZ dX 

dY2 dZ2 | 0 ,+ -
d2vf 

dXdY n,+-
a y 

axaz 

a2^* 

axar dx 
d2v*t dV 

dW d2vf 
- + - ay2 

a y 

aw 
a r ' 
dV 

d2vf dW 

dYdZ dZ 

d2v* dV 

dXdZ dX dYdZ dY dZ2 dZ 

ar 
- <7 „ „ COS <j> 

)] 

dY 

an, an, an, an, — -+u— -+v— -+w—-
dr dX dY dZ 

dV 
3 '-az-=<*+*H-

/a2n2 

dV 

dX 

a2n^ 
dY2 dZ2 + 2 

dvf an2 

ay 1 7 
d2v* r 

- + 2-

ax2 

a^* an2 

dZ ~dZ dX dY dZ dY 
dvf an, dvf an3 

+ 2 

- ( • 

dXdY 

d2vf 

- ( -
a2!/,* a y 
ax2 az2 )n2 • Q , 

at/ 
. axaz ax 

a y aw 

• + -
a y dU 

dYdZ dY 

d2vf dW 

. . ( 

a ^ 
ar 
"az" 

ax 

sin <b+-

dXdY 

dT 

+ • 

d2vf 

dYdZ 

d2vf dU 

dz 

dW 

dZ2 

d2vf 

dY dXdZ dZ )} 

an, an, 

dX 

an, 

COS <j) J 

(9) 
dV 

~dY~ 

dvf an2 

dX dX 

an, 
-+u—-+v—-+ w-

dr dX dY dZ 
-n, 

dW /a 2 n, 
dz=(a+v')Xdx2 

dvf an3 

+ • 

dvf an3 + 2 - + 
dY dY 

d2vf 

a2n3 

"ar2 -" 

dvf 

dW 

dX 

a 2 n 3 N 

dz2 > 

dttx 

+ 2 

dvf 

+ 2 

dXdz 

d2vf 

n,+-

az az 

d2vf 

dX dZ 

dYdZ n, dx2 + dY2 r h 

dV d2vf dV d2vf dV 

dX2 dX dXdY dY dXdZ dZ 

(10) 

dW 

dY 

dvf an3 

~dX~l)X 

an2 

dY dZ 

Nomenclature (cont.) 

Y 
y 
z 
z 
a. 

<*t 

(3 

"o 

K 

V 

v, 

p 
a 

dimensionless y coordinate = .y/(L/Ra]/3) 
horizontal coordinate, m 
dimensionless vertical coordinate = z/(Z,/Ra[ /3) 
vertical coordinate, m 
thermal diffusivity, m2 /s 
eddy diffusivity for heat transfer, m2 /s 
volumetric coefficient of expansion with 
temperature, K _ 1 

time-averaged rate of dissipation of turbulent 
kinetic energy, m2 /s3 

temperature, K 
= (0„ + 0,)/2, K 
von Karman's constant = 0.42 
viscosity, Pa«s 
kinematic viscosity = ix/p, m2 /s 
eddy diffusivity, m2 /s 
dimensionless eddy diffusivity 
density, kg/m3 

Prandtl number = via 

,/a = c„ &/E 

aK = Prandtl number for the turbulent kinetic energy 
a, = turbulent Prandtl number = v,/a, 
ae = Prandtl number for the rate of dissipation of tur

bulent kinetic energy 
T = dimensionless time = //[_L2/(Ra2/3a)] 

TW = wall shear stress, N/m2 

4> = angle of inclination of the X axis of the cube from 
a horizontal plane about the horizontal Y axis 

\j/i = dimensionless time-averaged vector potential 
n,- = dimensionless time-averaged vorticity 

Subscripts 
0 = dimensional reference value 

1, 2, 3 = empirical constants of turbulent model, or x, y, 
and z directions 

c = center or central-plane value 
H = height as a reference value 
h = heated wall 
L = width as a reference value 
I = cooled wall 
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d2v* dU d2pf dU dh dU 

dXdY dX 3Y2 dY dYdZ 3Z )] 
dT 

sin <j> (11) 

The dimensionless vorticity is here defined as follows: 

dW dV 
' I V 

n2 

. °3-

= 

dY 

dU 

Hz~ 
dv 

dZ 

dW 

dX 

dU 

(12) 

dX dY 

The three-dimensional vector potential is related to the 
velocity vector as follows, thereby automatically satisfying the 
continuity equation: 

d^3 d^2 
dY dZ 

(13) 

U~ 

Wi 
dZ 

W2 
dX 

dh 
dx 
d+t 
dY w 

The vector potential is presumed to be solenoidal (V»^ = 
0), and the vector potential is therefore related to vorticity as 
follows: 

Q = V X V = - V V (14) 

Ozoe et al. [7] performed a sensitivity analysis for the con
stants of k-e turbulent model and determined different values 
for C, and a, rather than those listed below. However, since 
the applicability of these values for different geometric and 
thermal boundary conditions is not known, they were not 
employed herein. The following empirical constants recom
mended by Launder and Spalding [9] were used, except for Ce 

in the buoyant term of the E equation, which was adopted 
from Fraikin et al. [5]: C„ = 0.09, Cj = 1.44, C2 = 1.92, C£ 

= 0.7, aK = 1, ae = 1.3, and a, = 1. 
The boundary conditions for the cubic room shown in Fig. 1 

are summarized as follows: 

/ Temperature 

T=0.5 a.tZ=Ratf=7l 

T=-0.5 for Z = 0.106//" to 0.679/f at X= 0. 

dT/dn = 0 on all other walls. 

2 Velocity 

All components of the velocity are zero on the wall, i.e., 

U= V= W=0atX=0 and Ra#3(ZVi7) 

Y = 0 and Raj/3 (D/H) (15) 

Z = 0 a n d R a # 3 

3 Vorticity 

The components of vorticity are extrapolated from the fluid 
velocity at one time step earlier. (This approximation holds 
rigorously at the final steady state.) Thus 

dW dV 
0, =o , 0, = ~ , Q3 = - ^ r at X=Q and Ra#3 (L/H) dX dX 

dW dU 
Q, = _ 1 ^ - , Q2 = 0, fi3 = - — at 7 = 0 and Ra#3 {D/H) 

(16) 
W dU 

"1 — , ^ , "2 ~ " 
dZ dZ 

fi3=0at Z = 0 a n d R a # 3 

0.679H 

Fig. 1 Thermal boundary conditions for illustrative calculations for a 
cubical box 

4 Vector potential 

The following boundary conditions by 
Heliums [10] for a rigid wall were adopted 

_ i i = fa = fa = 0 at X= 0 and Ra#3 (L/H) 
dX 

Hirasaki and 

h = 
Hi 
dY 

•-fa = 0 at Y = 0 and Ra]/3 (D/H) (17) 

*i- az -.fa=^-LL = o at Z = 0 and Ra#3 

5 Dimensionless turbulent kinetic energy K 

The turbulent kinetic energy K was set to zero on all of the 
walls. 

6 Rate of dissipation of dimensionless turbulent kinetic 
energy E 

The rate of dissipation of turbulent kinetic energy is propor
tional to k3/2/l, where / is a characteristic length expressing the 
scale of the turbulence. Since both k and / are zero on the wall, 
the value of e is indeterminant. However, the rate of dissipa
tion e at a short distance from the wall can be derived as 
follows according to Kawamura [11]. First, let 

kV2 

e = CD— (18) 

where CD is an unknown constant to be decided. Near the wall 
the characteristic length can be taken as equal to the Prandtl 
mixing length l„, = I = x.y where y is the distance from the 
wall. Since TW = pvt du/dy and v, = P-m du/dy, du/dy = 
u*/lm where u* is the friction velocity Vr^/p. Then v, = lmu* 
and v, = CM k2/e = C„ ky2lm/CD. Hence k = (CDu*/C^f. 
Presuming local equilibrium, i.e., a rate of production equal 
to the rate of dissipation, then gives \u'v'\ du/dy = vt 

(du/dy)1 = e. Finally considering v, = CM k2/e and du/dy = 
u*/l, we get k = C„ (u*)2/C%. Hence CD = C3/4 and eAy = 
C3/4 £3/2/(K A_y) at y = Ay. Fraikin et al. [5] used this approx
imation, although they did not describe the derivation in 
detail. 

The E equation was solved only in a reduced region ex
cluding the walls. A finite-difference approximation was 
developed for equations (5) to (7) and (9) to (12), using a first-
order forward approximation for the time step and a second-
order central difference for the length derivatives. 

According to Ozoe et al. [7] too coarse a grid Size in com
parison to the velocity resulted in too large a cell Reynolds 
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Fig. 2 Computed velocity vectors in vertical planes normal Jo the 
healed and cooled walls at Ra = 107 and Pr = 0.7: (a) Y = 0.05H; (b) Y 
= 0.5H 
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Fig. 3 Computed isothermal lines in vertical planes normal to the 
heated and cooled walls at Ra = 107 and Pr = 0.7: (a) Y = 0.05H; (b) Y 
= 0.5H 

number and a strange mode of flow for two-dimensional tur
bulent natural convection. They therefore adopted a hybrid 
scheme suggested by Patankar [12] in which the upwind 
scheme was employed only when the matrix coefficient 
became negative. This scheme yielded the stable, experimen
tally observed mode of flow. A similar scheme was employed 
in this work. The numerical scheme of integration, which 
utilized the A.D.I, method, is the same as that of [7]. 

3 Computed Results 

The turbulent regime begins at Gr = 109 for convection 
along a heated vertical wall in an unconfined fluid and at Ra 
= 2 x 104 for convection in an enclosure heated from below 
and cooled from above. The boundary conditions of this in
vestigation encompass these two limiting cases. Hence the 
primary calculations were carried out for Ra = 106 and 107 

and Pr = 0.7. The number of divisions are 20 by 10 by 10 for 

HOT Th = 0.5 

Fig. 4 Computed isothermal lines in vertical planes parallel to the cool
ed wall at Ra = 107andPr = 0.7: (a) X = 0.041 H;(b)X = 0.904H 

Ra = 106 and 24 by 10 by 14 for Ra = 107 in the X, Y, and Z 
directions, respectively. Closer spacings were employed near 
the surfaces except for the one in the Y direction at Ra = 106. 
The grid sizes were determined on a trial basis. At least two 
grid points were taken beteween the surface and the point of 
local peak velocity for the boundary-layer-type flow over the 
vertical cooled wall and over the hot horizontal floor. This 
scheme was based on the experience obtained from the com
putations for the two-dimensional turbulent natural convec
tion by Ozoe et al. [7]. 

The overall Nusselt number on the heated floor and the Y 
component of the vector potential at the center of the region 
were used as a measure of convergence. The criterion of con
vergence was a relative change of the average Nusselt number 
on the heated floor of less than 10~4. The Ycomponent of the 
vector potential was also used as an indication of the trend of 
convergence. The number of iterations required for Ra = 106 

was 1600 and for Ra = 107 was 1400. The initial condition for 
Ra = 106 was the numerical solution for the laminar model. 

The converged overall Nusselt number on the heated floor 
was 6.04 at Ra = 106 and 13.27 at Ra = 107. The ratio of 
these two Nusselt numbers is 2.2, suggesting the proportionali
ty of the overall Nusselt number to the 1/3 power of the 
Rayleigh number, as is known to hold for the turbulent 
regime. 

Representative results, mostly for Ra = 107 and Pr = 0.7, 
are shown in graphic form as follows. The computed velocity 
vectors at a steady state of Ra = 107 and Pr = 0.7 are de
scribed in Fig. 2 for two vertical planes of constant Y. The 
length of the arrow represents the magnitude of the velocity 
projected on the indicated vertical X-Z plane. The velocity 
vectors at Y = 0.21// (not shown) and 0.5 H are similar to 
each other but that at Y= 0.05 H differs greatly due to the 
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Fig. 5 Computed velocity vectors in vertical planes parallel to the 
cooled wall at Ra= 107 and Pr = 0.7: (a)X = 0.016H;(b)X = 0.14H;(c)X 
= 0.5H;(d)X = 0.935 H 

presence of the wall and the resulting three-dimensional effect. 
Boundary-layer-type flow can be seen along the vertical cold 
window and the heated floor in Fig. lib). 

The computed isothermal lines at Ra = 107 and Pr = 0.7 
are shown in Fig. 3 for two vertical planes of constant Y and in 
Fig. 4 for two vertical planes of constant X. The isothermal 
lines are dense over the left window due to the cooling and also 
over the heated floor, especially under the window. Thê  
isothermal lines at Y = 0.05J7 differ from those at Y = 0.57/ 
due to the presence of the side wall. The computed isothermal 
lines for two vertical planes of constant X can be seen in Fig. 
4. The isothermal lines are symmetric with respect to Y = 
0.5// due to the symmetric boundary condition. The sym
metry of the computed values about Y = 0.5// assures to 
some extent the reliability of the computations. A cold area 
prevails along the side walls at Y = 0 and H as seen in Fig. 
4(a) atX = 0.041//, but in Fig. 4(b) atX = 0.904//two cold 
areas like cat eyes appear near the rear wall. These 
characteristics are apparently due to the three-dimensional 
effects. 

The three dimensionality of the flow can also be seen in the 
vertical view of the velocity vectors as shown in Fig. 5 for 
various planes of X. These vectors are those seen Jrom the 
window side. The symmetry with respect to Y = 0.5//is clear. 
The downward velocity near the X = 0 plane is described for 
X = 0.016//in Fig. 5(a). Near the.rear wall at X = 0.935//, 
the flow is upward as seen in Fig. 5(d). An interesting_but 
weak pattern of flow can be seen at X = 0.14i/and 0.5H in 
Fig. 5(6)_and Fig. 5(c), respectively. Near the side walls at Y 
= 0 and Hin Fig. 5(c), a weak spiral motion appears to exist 
with its axis in the direction of the main flow. 

The three dimensionality of the flow is best indicated by 
velocity vectors in the horizontal plane, as shown in Fig. 6 for 
various heights at Ra = 107. On the right-hand side of each 
graph, the arrow of the maximum velocity is drawn to indicate 
the relative magnitude of the velocity components. The flow 
pattern is symmetric with respect to the Y = 0.5//plane. The 
main flow near the top plane is toward the cooled window at X 
= 0, as seen in Fig. 6(a). Figure 6(d) shows flow in the 
reverse direction just above the floor, as expected from Fig. 2. 
However, as seen in Figs. 6(6) and 6(c) a secondary flow in 
the form of a spiral apparently occurs along the vertical corner 
over the cooled window adjacent to the two side walls. The 
velocity component in the Y direction is one order less than 
that in the X direction, and these spiral velocity components 
may not be strong enough to make a complete spiral at the in
dicated locations, even though they reveal some deflection 
from the main circulating flow. 

& i W, 
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Fig. 6 Computed velocity vectors in horizontal planes at Ra =_ 107 and 
Pr = 0.7: (a) Z = 0.05H;(b)Z = 0.5H;(c)Z = 0.79H;(d)Z = 0.98H 

( a ) 

(fa) 

Fig. 7 Computed contours ot the dimensionless eddy diffusivity in ver
tical planes perpendicular to the heated and cooled walls at Ra= 106 

and Pr = 0.7: (a) V = 0.1 H;(b) Y = 0.5H 

The turbulent intensity is not strong, and the maximum 
values of the dimensionless eddy diffusivity are 1.84 and 4.03 
for Ra = 106 and 107, respectively. As shown in Table 1, these 
are 2.6 and 5.8 times the molecular kinematic viscosity. 
Contour maps of the eddy diffusivity at Ra = 106 are shown 
in Fig. 7, and those at Ra = 107 in Fig. 8. The peak value of v* 
occurs in the vertical plane Y = 0.1//at Ra = 106, and in the 
plane Y = 0.05H at Ra = 107 as shown in Figs. 7(a) and 
8(a). The eddy diffusivity is also relatively large along the 
heated floor. Contour maps for a symmetric plane are shown 
in Figs. 1(b) and 8(6) for Ra = 106 and 10\ respectively. 
The maximum eddy diffusivity probably occurs near the side 
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Table 1 Summary of the computed results 

Ra = 106 107 

Nu on the floor 6.04 13.27 
Dimensionless maximum velocity, W 3.025 5.350 
Maximum of v* 1.84 4.03 
Maximum of v*/v 2.6 5.8 

Fig. 8 Computed contours of the dimensionless eddy diffusivity in ver
tical planes at Ra= 107 and Pr = 0.7: (a) Y = 0.05H; (b) V = 0.5H; (6) X 
= 0.0046H 

wall because of the downward spiral movement seen in Figs. 
6(b) and 6(c). This is more evident in the contourjnaps of 
the eddy diffusivity in a vertical plane X = 0.0046// as seen 
from the cold window per Fig. 8(c). The eddy diffusivity has 
a peak value near the side walls adjacent to the corner over the 
vertical cooled window. These characteristics, which were 
observed for both Ra = 106 and 107, confirm the importance 

812/Vol. 108, NOVEMBER 1986 

Fig. 9 Computed contours In a vertical plane at V = 0.5H perpen
dicular to the heated and cooled walls at Ra = 107 and Pr = 0.7: (a) 
dimensionless time-averaged turbulent kinetic energy; (b) dimen
sionless time-averaged rate of dissipation of turbulent kinetic energy 

Fig. 10 Perspective view of a computed streakline for the time-
averaged velocity^ Ra = 106, Pr = 0.7; starting point (X0, Y0, Z0) ^ 
(0.66H, 0JH, 0.63H); duration T = 1500; eye point (X, Y, Z) = ( - 12H, 
12H, - 5 H ) 

of three-dimensional computations for the turbulent 
convection. 

The contour maps of the turbulent kinetic energy and the 
rate of dissipation of turbulent kinetic energy are shown in 
Fig. 9 at Ra = 107 and_Pr = 0.7, both in the vertical plane of 
symmetry at Y = 0.5//. The peak values of these turbulent 
properties occur both along the cold window and over the 
heated floor due to the strong shear in a fluid stream between 
a rigid wall and a stagnant core. 

The flow characteristics can be identified more clearly from 
plots of streaklines than from the velocity vectors. Figure 10 is 

Transactions of the ASME 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



a perspective view for Ra = 10s and Pr = 0.7 of the streakline 
for the time-averaged velocity of a particle starting from (X0, 
Y0, Z0) = (0.66/7, 0.1H, 0.63//) as shown by the rectangular 
symbol. This streakline reveals the characteristic coaxial dou
ble spiral movement computed and observed experimentally 
by Ozoe et al. [13] for laminar natural convection in various 
enclosures. The particle should return to the starting point 
following a reduction in its radius of circulation near Y = H. 
The axis of the strong circulating flow is not at the center of 
the X-Z cross section but lower and away from the cooled 
area due to the nonsymmetric thermal boundary conditions. 
The velocity is very slow at the initial, small radius of circula
tion due to the rather stagnant core. However, once the parti
cle joins the main flow along the walls, its circulating velocity 
increases greatly. In this example, 80 percent of the time of the 
particle generating this streakline was spent in the central 
spiral of small radius. This result suggests that such a spiral 
movement exists for the time-averaged velocity field even in 
the turbulent regime in spite of significant differences in the 
geometric and thermal boundary conditions, and also that this 
spiral movement is a general characteristic of natural convec
tion in a confined regime. 

Although the computation was limited up to Ra = 107 due 
to the computational time of more than an hour, the scheme 
itself would be expected to be applicable at least up to Ra = 
10", if a finer grid size were used, based on our experience 
with two-dimensional natural convection in [7]. 

Summary 
A three-dimensional k-e model for turbulent natural con

vection in a cubical room heated on the floor and cooled on a 
part of one of the vertical walls was solved numerically for Ra 
= 106 and 107 and Pr = 0.7. The maximum eddy diffusivity 
was 2.6 and 5.8 times the molecular kinematic viscosity at Ra 
= 106 and 107, respectively. The overall Nusselt numbers on 
the heated floor were 6.04 and 13.27 for Ra = 106 and 107, 
respectively, suggesting proportionality of the Nusselt number 
to the 1/3 power of the Rayleigh number. 

Complicated spiral vectors were found to exist in the 
downward and horizontal time-averaged flows both for Ra = 
106 and 107. 

The computed values of all variables were found to be sym
metric in terms of the central vertical plane normal to the cool
ed area, thus confirming to some extent the reliability of the 
computations. A coaxial double spiral movement, similar to 
that previously reported for laminar natural convection, was 
found for the time-averaged flow field. 

The computational scheme developed herein is expected to 
be applicable for other thermal boundary conditions which 
generate turbulent three-dimensional natural convection in a 
confined regime. 

Although the computed results in this paper are for a 
cubical enclosure oriented horizontally, and for a particular 

set of boundary conditions, the finite-difference model is ap
plicable for other aspect ratios, arbitrary boundary condi
tions, and arbitrary inclinations. 

Experimental measurements apparently do not exist to test 
these particular computations critically. However, the model 
itself has been tested and found to be reliable for closely 
related two-dimensional convection [7]. 

The computations were necessarily limited by computer 
demands to 24 grids or fewer in each direction. However, 
based on tests of similar two-dimensional calculations, this 
grid is presumed to be sufficient to reveal the correct pattern 
of flow. 
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Buoyant Laminar Convection in a 
Vertical Cylindrical Annulus 
Solution to natural convective motion in a vertical cylindrical annulus of large 
aspect ratio is examined, with the inner wall subject to a constant heat flux. Similar 
transformations of the appropriately simplified Navier-Stokes model of the annular 
flow are sought. The issue of boundary condition limitations for the considered flow 
is resolved in terms of acceptable error bounds for valid solutions. Results are 
generated for a variety of outer wall boundary conditions over various ranges of the 
Rayleigh number, highlighting the effects on the patterns of streamlines and 
"heatlines." Correlations presented for the Nusselt number are shown to be depen
dent on both the boundary conditions and the geometry. 

Introduction 

This work examines temperature-induced buoyant convec
tion in a uniform section annulus of large aspect ratio, subject 
to a constant heat flux at the inner wall. Isothermal and cons
tant heat flux conditions at the outer wall are considered. 
Previous research for this geometry includes several analytical 
studies for isothermal boundary conditions, as well as a few 
experimental investigations for the present boundary condi
tions. The heat flux condition at the outer wall has not been 
studied previously, and serves as a supplement to the study of 
this configuration. 

Numerical studies are available for natural convection in a 
vertical annulus for respective ranges of Prandtl number, 
radius ratio, aspect ratio, and Rayleigh number given at 0.5 < 
Pr < 5, 1 < R < 4, 1 < A < 20, and Rac < 2 X 105 [1]. For 
Pr = 1 and Rac < 105, a unicellular flow was discovered, 
while at larger Rac, multicellular flow was observed. For both 
walls isothermal, a correlation of the form 

Nu = * ( P r , i ? ) R a ? M - (1) 
was proposed for overall heat transfer coefficients [2]. The 
function $(Pr, R) was found to be related to the flow field and 
the type of fluid. 

An experimental study considered natural convection in a 
vertical annulus with the inner wall at constant heat flux and 
the outer wall at constant temperature. A correlation for the 
average Nusselt number was presented as 

Nu = 0.25Ra°-3(M-°-25 (2) 

where 105 < Rac < 108 [3], The data included annuli of three 
radius ratios, R = 1.23,1.10, and 1.03, with aspect ratios of A 
= 38, 76, and 228, respectively. 

A recent experimental investigation examined an annulus 
with a radius ratio of 4.33 and an aspect ratio of 27.6, with the 
inner wall assumed to be at constant heat flux and the outer 
wall isothermal [4]. It was discovered that thermal radiation 
can become a significant heat transfer mechanism, depending 
on the Rayleigh number and the working fluid. A correlation 
for the average Nusselt number was given by 

Nu = 0.291 Ra0-244 A-°-238 R0A42 (3) 

where 1.8 x 104 < Ra < 4.21 x 107, and the geometric 
dependence was adapted from previous analysis [2]. It was 
assumed that the effect of geometric parameters was indepen
dent of the boundary conditions. 

The current study examines vertical annuli for Pr = 10, 1.5 
<R < 5, 10 <A < 50, IM < 0.5, and Ra < 108, where X is 
the heat flux ratio. Not all combinations of the parameters 
were considered. The majority of analysis considers a radius 
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ratio of 1.5 and an aspect ratio of 10. It is discovered that the 
streamlines and "heatlines" [5] are highly dependent on the 
boundary conditions and Rayleigh number. Overall heat 
transfer coefficients exhibit a geometric dependence which 
varies as the boundary conditions are changed. 

Analysis 

The continuity, momentum, and energy equations for 
steady, axisymmetric incompressible laminar buoyant flow in 
a vertical annulus may be, respectively, written as 

d d 
— (ru)+— (rv)=0 
dz or 

(4) 

du du 
u —-—+v -dz dr 4 d

2U 1 
+— 

du 

dr2 r 

1 dp 

dv dv r 

dz dr I 

p dz 

d2v 1 
- + — 

d2u 

1r~+ dz2 

(5) 

dv 
dr2 

d2v 

r dr r 

1 dp 

p dr 
(6) 

and 

1 dT d2Tl 

~r~~dr+~dzT\ 
(7) 

dT dT _ Yd2T 

dz dr L dr2 

Substitution of the dimensionless variables r* = r/l, z* = z/l, 
u* = ul/v, v* = vl/v, p* = pP/pv2, and T* = (T -
Tr)k/qo I into a composite of equations (4), (5), and (6) yields 
the normalized vorticity transport equation 

1 d\P* 33i/<* 1 d^* dV* 

r*2 dr* 

1 

3 
»*4 

dr*2 

d\fr 
• dz* 

d^p* 

dz* 

3 

dz* r 

' d3ip* 

dr*3 

dV 

dr* 

d2^* 

• 3 

- + 

1 

r* 

3 

dr* 

3 

r*1 

3 V 
dr*4 

dt 

dr*dz* 

<ty* d2^* 
dz* dr*2 

' | 2 d3i/<* 

' r*2 dr*3 

» dT* 
= 0 

di/<* 

r*3 dr*2 r*4 dr* dr* 

where the stream function is defiend as 

d\P* 
r*u*= a n c j r*v*= 

dr* dz* 
and the natural length scale is defined as 

kv2 

1--
L Gflffn" J 

(8) 

(9) 

(10) 

814/Vol. 108, NOVEMBER 1986 Transactions of the ASME 
Copyright © 1986 by ASME

  Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



In addition to the use of the Boussinesq approximation in 
equation (8), a few of the terms have been eliminated by 
restricting the analysis to an annulus of large aspect ratio. The 
corresponding normalized energy equation becomes 

1 dx//* dT* 1 dV dT* 1 d2T* 

dr* dz* dz* dr* Pr dr* 

1 1 dT* 
-0. (11) 

Pr r* dr* 

Group transformation of equations (8) and (11) may be per
formed under the Dilatation Group [6], for which the variants 
are expressed as 

\P* _ T* 
/ = - and g = - ,*(l-4m) (12) 

(13) 

(14) 

Z"" Z Z* 

Reformulation of the problem in terms of the new variables »j, 
/ , and g yields the ordinary differential equations 

ri3/"" + (nzf- 2n2)f" + [(4m - i)r,2/' - W+ W 

+ [(1 - Am )nf' + 3 / - 31/' + r,4g' = 0 

and 

r,g" + (P r /+ 1)2' +Pr / ' (4 /w- l)g = 0. 

Satisfaction of the no-slip condition at both walls requires that 

/ = / ' = 0 (15) 

thus prescribing a no-net-flow condition within the annulus, 
consistent with the analysis of enclosures. For external flow 
over vertical wires, the conditions on the temperature function 
g becomeg' = 1 at ij = 0 andg — 0 as rj — °°, with m = 1/5. 
Unfortunately, for an annulus the boundary conditions on g 
as well as the values for i? which define the profile of the 
enclosure cannot be explictily expressed in terms of the 
similarity variables. This has prevented the use of similarity 
analysis by researchers in the past. However, these conditions 
can be met approximately by minimizing the respective errors 
between the desired constant heat flux profile and constant 
cross section profile with their corresponding axially depen
dent similarity functions 

dT* r* 
g'=—/z*°-5m) and v=~^r (16) 

dr* z m 

(see appendix). The requirement that the integrated squares of 
the errors in the boundary and heat flux profiles be a 
minimum results in a complete set of boundary conditions 

/ = / ' = 0 

(3-- 10m) Gr ("¥) 
(2-5m) /jo-sm) 

(¥) 

and 

(2/n+l) Gr 

(m + \) Am(R-l) 

(17) 

/ = / ' = 0 

(3-10/w) Gr ( ~ ) 
(2 -5m) ^4(1-sm) 

r=o 

(-4-) 
• i / = -

(2m +1) RGx 

(m+1) Am(R-\) 

where X is the outer to inner wall heat flux ratio, q" /q£ [7]. 
The constant m is chosen such that the sum of the integrated 
square errors is minimized, and thus satisfies the polynomial 

W(m+\Y(2S0m2-\50m + 20)-2m(m+\)(2-5mf = 0 (18) 

where Wis a weight function which depends on the boundary 
condition selected for the outer wall. For the constant heat 
flux condition W = 1 and 

w = 0.1951. 

For the isothermal condition W = 1/2 and 

m = 0.1895. 

(19) 

(20) 

The transport of mass and energy within the annulus can be 
easily visualized through examination of the streamlines and 
heatlines, respectively. The heatlines are determined from a 
heat function which identically satisfies the energy equation. 
Group transformation of the defining equations for the heat 
function 

dH* dT* d^* 

dz* Pr dr* dz* 

yield the variants 

r* 
V-

and 

and h = 

dH* 
dr* 

H* 

di* 
dr* 

7*(2-4m) 

(21) 

(22) 
z"" z* 

The solution for the similarity function h is determined ex
plicitly in terms of the similarity variables / and g upon in
tegration of the defining equations. This formulation yields 

N o m e n c l a t u r e 

A = aspect ratio = L/rx - r0 

E = error expression (equation 
0410)) 

/ = similarity stream function 
g = similarity temperature 

function 
G = gravitational acceleration 

Gr = modified Grashof number = 
G&qf(ri-roy/k* 

h = similarity heat function 
H = heat function 
k = thermal conductivity 
/ = natural length scale = 

(fcvVGjft/o")1'4 

L = height of annulus 
m = similarity parameter 

Nu = Nusselt number based on gap 
= ri-r0 

P 
Pr 
q" 

r 

R 
Ra 

Rac = 

T = 
u = 
V = 

W = 
z = 
z = 

absolute pressure 
Prandtl number 
heat flux 
radial coordinate 
normalized radial coordinate 
= r/r0 

radius ratio = r{ //•„ 
modifed Rayleigh number = 
GPqfiri-raY/kva 
conventional Rayleigh number 
= G/3 ( r l - r 0 ) ( / - 1 - / - 0 )Vm 
temperature 
axial velocity 
radial velocity 
weight function 
axial coordinate 
normalized axial coordinate = 
z/L 

Greek Symbols 
a = thermal diffusivity 
(3. = c o e f f i c i e n t of t h e r m a l 

expansion 
u = similarity independent variable 
X = heat flux ratio = q"7<70" 
v = kinematic viscosity 
p = density 
\p = stream function 

Subscripts 

0 = pertain to inner wall 
1 = pertaining to outer wall 

oo = bulk property 

Superscripts 

* = dimensionless quantity 
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Fig. 1 Comparison of transformed geometry with a uniform section 
vertical annulus 
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where 
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2m + l\ RGA 4 / / 2m +1 \ 

"1 = WT77 
Integration of equations (13) and (14) may be accomplished 

through application of a fourth-order Runge-Kutta method 
with modified Gill coefficients. A Newton-Raphson scheme 
can be implemented to iterate the unknown three initial condi
tions until an acceptable convergence criterion is reached. This 
method proves to be quite successful, exhibiting rapid con
vergence which is insensitive to the initial guesses at low 
Rayleigh numbers (Ra < 104). 

Results and Discussion 

Solutions generated in this research examined vertical an-

0.60 -

IINI 0.50 -

0.40 

0.30 
1.00 1.10 1.S0 _ 1 . 3 0 

r 
Fig. 2 Streamlines for a low Rayleigh number case (Ra 
isothermal outer boundary and Pr = 10, A = 10, fl = 1.5 

0.70 

1.50 

10*) with 

N 0.50 

Fig. 3 Streamlines for a high Rayleigh number case (Ra = 107) with in
sulated outer boundary and Pr = 10, A = 10, R = 1.5 

nuliforPr = 10, 1.5 < R < 5, 10 < A < 50, IXI < 0.5, and 
Ra < 10s. The focus of the analysis was for a radius ratio of 
1.5 and an aspect ratio of 10 exclusively, because variations in 
geometric parameters have only minor effects on the transfer 
of mass and heat in the annulus. Changes in the Rayleigh 
number and heat flux ratio, however, profoundly affect heat 
and mass transfer and are therefore presented in detail. 
Prandtl number effects become independently significant only 
in the low Prandtl number limit and consequently analysis is 
restricted to Pr = 10. 

816/Vol. 108, NOVEMBER 1986 Transactions of the ASME 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.70 

0.60 

I N 0.50 

0.40 

0.30 

--"" 

r - " ' 

„ , ^ 

— • • 

_ _ _ ^ 

•—— 

—-—~ 

___ _-

. - -

„ _ ^ -

— -

3.379-

— 

»— 

— 

2.535 

-. 

•-

-.-*.. 

1.551— 

. 

— 

•-

1.00 1.10 1 .20_ 1.30 

r 
1.40 1.50 

Fig. 4 Heatlines for a low Rayleigh number case (Ra 
isothermal outer boundary and Pr = 10, A = 10, R = 1.5 

0.70 

100) with 

0.60 

IN 0.50 

0.40 

0.30 
1.00 1.10 1.20 1.30 1.40 1.50 

F 
Fig. 5 Heatlines for a high Rayleigh number case (Ra = 104) with 
isothermal outer boundary and Pr = 10, A = 10, fi = 1.5 

The present study is an approximation to a uniform section 
vertical annulus whose inner wall is at constant heat flux. 
Figure 1 compares the geometry of the proposed annulus with 
the transformed geometry analyzed by the similarity solution. 
The walls of the transformed annulus are slightly sloped, 
forming a blunt cone at the base, extending toward infinity at 
the top. The aspect ratio becomes a scaling parameter for the 
slope of the walls, rather than their height, after transforma-

1.20 1.30 1.40 1.50 

F 
Fig. 6 Heatlines for an intermediate Rayleigh number case (Ra = 5 x 
104) with insulated outer boundary and Pr = 10, A = 10, R = 1.5 

tion. Similarity analysis preserves the no-slip condition as an 
implied axial boundary condition, and requires that the radial 
temperature gradient be specified along the inner periphery as 
an implied thermal boundary condition. Although the dif
ferences are significant close to the base and at large heights, 
Fig. 1 illustrates that the similarity solution closely approx
imates the proposed annulus in the midregion. The graphic 
and numerical results that follow concentrate on this region. 

Figure 2 illustrates a typical streamline pattern encountered 
at low Rayleigh numbers. Although this example considers the 
outer wall at constant temperature, it is also characteristic of 
the outer wall at constant heat flux. The symmetry of the 
streamlines, as well as their relative low numerical value, is in
dicative of a conduction dominant mode. Small gradients in 
the central region of the annulus indicate an almost quiescent 
core region. Figure 3, on the other hand, exemplifies a typical 
streamline pattern at large Rayleigh numbers for the insulated 
wall condition (X = 0). Results for the isothermal wall case 
tended to be very similar, mainly because insulated walls tend 
to be approximately isothermal. Asymmetric profiles ex
hibiting large velocities close to the inner wall are 
characteristic of this convection-dominated mode. Quan
titative comparisons in the stream function give a volumetric 
circulation rate 17 times larger under the conditions in Fig. 3 
than in Fig. 2 (since the natural length scale was Rayleigh 
number dependent, a geometric length scale was used for this 
comparison). 

Figure 4 shows a heatline profile at very low Rayleigh 
numbers. The conduction solution for the heatline pattern, 
given that the outer wall as isothermal, is a set of uniformly 
spaced horizontal lines, which clearly indicates that conduc
tion is the primary heat transfer mode. Thermal boundary 
conditions in the axial direction require that heat leaving the 
inner wall be released at the outer wall, which is illustrated in 
Fig. 4. At higher Rayleigh numbers and for different bound
ary conditions, the heatline patterns are very different. 
Figure 5, for instance, is the heatline pattern under the same 
conditions as Fig. 4, but at a higher Rayleigh number. The in
fluence of bouyancy on the transfer of heat becomes more 
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Fig. 7 Streamlines for a high Rayleigh number case (Ra = 106) with 
uniform heat input at outer boundary (X = 2/9) and Pr = 10, A = 10, R = 
1.5 

significant, but it is still channeled from the inner wall to the 
outer wall. When the outer wall is insulated, however, the ax
ial boundary conditions require that the thermal energy be 
transported upward. Since this boundary is at infinity it can 
act as a heat sink, absorbing all energy released from the inner 
wall. Although this case has little physical significance, it is 
thermodynamically sound just the same. Figure 6 illustrates 
heat transport for the insulated wall case. This particular 
figure shows the heatlines undergoing a transition from a con
duction to convection dominated heat transfer. Buoyancy-
generated mass flow tends to carry enthalpy vertically, 
whereas conduction effects tend to channel heat horizontally 
shown in Fig. 4. 

Heat inputs at the outer wall (X > 0) initiate bicelluar 
streamline patterns within the annulus. Figure 7 is an example 
of this configuration. Bouyancy-driven flow at each wall in
duces the development of two horizontally aligned counter 
rotating cells. Due to the low heat flux ratio (X = 2/9), fluid 
velocities adjacent to the inner wall are much larger than at the 
outer wall. In addition, the volumetric circulation rate is about 
three times larger for the inner cell. The variation in the mass 
circulation rate is, however, much smaller due to the density 
gradient. Multicellular growth is also exhibited by the 
heatlines for positive heat flux ratios, as illustrated in Figs. 8 
and 9. Figure 8 is a low Rayleigh number example of this 
behavior. Thermal diffusion is responsible for the majority of 
the heat transport, as enthalpy flow opposes mass flow at 
almost every location in the annulus. Due to the imposed ther
mal boundary conditions, the far boundary must act as a heat 
sink; thus the heatlines tend to converge at that location. 
Figure 9, on the other hand, is a high Rayleigh number exam
ple in which the influence of convection is clearly evident and 
exhibits transitional behavior observed previously in Fig. 6. 
The large gradient in the heatlines adjacent to the inner wall is 
due primarily to the rapid fluid motion. The increased thermal 
load initiates the transport of enthalpy along a more direct 
path. 

Heat rejection at the outer wall (X < 0)generates streamline 
and heatline patterns which tend towards vertically aligned 
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Fig. 8 
uniform 
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Heatlines for a low Rayleigh number case (Ra = 10s) with 
heat input at outer boundary (X = 4/9) and Pr = 10, A = 10, R = 

0.70 

0.60 

I N 0.50 -• 

0.40 
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Fig. 9 
uniform 
1.5 

1.00 1.10 1.20 1.30 

F 
Heatlines for a high Rayleigh number case (Ra = 106) with 
heat input at outer boundary (X = 2/9) and Pr = 10,4 = 10, R = 

cells. Figure 10 illustrates a typical streamline profile for large 
Rayleigh numbers. Close to the walls the streamlines are 
similar in shape to those encountered for the insulated wall 
case. However, in the central region multiple inflection points 
characterize the transition to a multicellular flow. The large 
opposing buoyancy-generated velocities at the inner and outer 
walls induce a mass flux away from the core region of the an
nulus. Satisfaction of continuity requires that this mass flow 
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Fig. 12 Isotherms for a high Rayleigh number case (Ra = 
uniform heat rejection at outer boundary (X = - 2/9) and Pr 
10, R = 1.5 
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Fig. 11 Heatlines for a high Rayleigh number case (Ra = 107) with 
uniform heat rejection at outer boundary (X = -2/9) and Pr = 10, A = 
10, R = 1.5 

be in two directions simultaneously. At low Rayleigh numbers 
there is enough mass in the core region to satisfy this flow re
quirement, but as the Rayleigh number increases it becomes 
increasingly difficult until a breakdown begins to occur, as 
show in in Fig. 10. Further increases in the Rayleigh number 
induce multicellular behavior characterized by vertically 
aligned rotating cells. This flow regime, however, is apparent
ly out of the domain of similarity solutions. 
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Fig. 13 Present results with equation (2, modified) and (3) subject to 
isothermal outer boundary conditions and Pr = 10, A = 10, R = 1.5 
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Fig. 14 Average Nusseit number as a function of modified Rayleigh 
number with uniform heat flux at outer boundary and Pr = 10,4 = 10, fi 
= 1.5 
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Figure 11 illustrates a heatline pattern for boundary condi
tions identical to those for the streamlines of Fig. 10. This 
pattern exhibits peculiar characteristics, also indicative of a 
multicellular transition. The boundary conditions for this con
figuration require that heat leaving the inner wall be rejected 
at the outer wall of the annulus, in the same manner as that for 
the isothermal outer wall condition. The heatlines are 
therefore very similar for these conditions at low Rayleigh 
numbers. At high Rayleigh numbers, however, heat is chan
neled from the inner wall to the outer wall without passing 
through the center, generating a core region that cannot 
release its enthalpy to the outer wall. This situation leads to 
the transitional heatline profile as shown in Fig. 11. The 
isotherms, in addition, exhibit characteristics of a 
multicellular transition. Figure 12 shows the isotherm pattern 
for this case with multiple inflection points. The core region 
exhibits a slight inversion in its temperature structure caused 
by the unusual manner in which heat is transported under 
these conditions. Localized cooling of the core region close to 
the inner wall and heating close to the other wall establish a 
relative maximum and minimum of the temperature profile. 

Several previous analytical models for buoyant convection 
in internal geometries have relied upon the boundary layer 
model to approximate flow close to the wall, accompanied by 
an idealized core region. A common condition that is often 
used is to assume the core to be isothermal and of constant 
vorticity. For the boundary conditions studied in this work the 
constant vorticity assumption is fairly substantiated, but for 
almost every case examined the temperature strucutre of the 
core exhibits stratification. The isothermal core assumption 
becomes particularly bad at low Rayleigh numbers. In fact, 
only one set of conditions examined exhibits a core region 
which could truly be considered isothermal (Ra = 1 x 106 

and X = 2/9). In general, the presence of an isothermal core is 
not evident and hence a very questionable assumption. 

Figure 13 shows the average Nusselt number versus 
Rayleigh number for the isothermal outer wall condition. 
Equations (2) and (3) are included for a radius ratio of 1.5 and 
an aspect ratio of 10 (equation (2) was augmented with a 
radius ratio and modified Rayleigh number dependence). The 
current study clearly shows the transition from the convection 
mode to the Rayleigh independent conduction mode at Ra = 
800, as the limiting Nusselt number asymptotically approaches 
a value of 1.23. Deviations between correlation equations (2) 
and (3) and the current study are 12 percent at their maximum. 
The differences can be attributed to several factors. First, the 
geometry for the similarity solution differed from the 
geometry for the experimental studies. An error analysis 
revealed that these differences result in a 10 percent variation 
in the local Nusselt number. The average Nusselt number, 
however, varied by much less (~ 1 percent) because the 
similarity solution tends to overestimate the heat transfer in 
the upper region of the annulus, and underestimate in the 
lower region. Second, the axial boundary conditions were dif
ferent (the experimental studies assumed axial boundaries to 
be insulated). Third, differences can be attributed to ex
perimental scatter, which could account for at least a 10 per
cent variation in the Nusselt number. Given the limitations for 
comparison with the current analysis the agreement is claimed 
to be quite good. Figure 14 exhibits Rayleigh number 
dependence of the average Nusselt number for the uniform 
heat flux condition at the outer boundary. Heat outputs at the 
outer wall (X < 0) do not have appreciable effects on the 
Nusselt number. However, heat inputs significantly change 
both its magnitude and Rayleigh number dependence. These 
effects are caused primarily by the increased enthalpy in the 
system as well as the efficient mixing exhibited by the 
multicellular streamline profile. The inversion of Nusselt 
numbers at Ra = 3 x 104 indicates the initiation of a 
conduction-dominated regime. No conduction solution exists 

for the outer wall heat flux boundary conditions, so Rayleigh 
numbers less than 104 were not investigated for this 
configuration. 

Correlations for the average Nusselt number in the current 
study include Pr = 10, 1.5 < R < 5, and 10 < A < 50. For 
the isothermal outer wall condition the numerical results sug
gest a correlation of the form 

Nu = 0.44.3/4-°245 R0M0 Ra<0-233~0-°°9/i> (25) 

where Ra < 108. For positive heat flux ratios the correlation 
becomes 

NU = 0 . 4 8 8 ,4-0.255^0.038 

e - 1.25\R J^a(0.266 + 0.118W? - 0.0005K) (26) 

whereas negative heat flux ratios suggest the correlation 

NU = 0.488/4 -°-255^0.038 

e - 0.330X* Ra(0.266 + 0.057X/* - 0.0005R) (27) 

where 104 < Ra < 108 and 1X1 < 0.5. The average of the wall 
temperatures should be used to evaluate the properties needed 
for the Nusselt number and Rayleigh number. 

These equations indicate that geometric parameters as well 
as boundary conditions affect the overall heat transfer. 
Although the curve-fitting parameters in equations (25) 
through (27) were chosen for their physical significance to this 
configuration, their placement in the correlation equations 
was based solely on statistical methods. The product \R, for 
instance, is the ratio of enthalpy input/rejection at the outer 
wall to total heat input at the inner wall. The inverse radius 
ratio is a dimensionless measure of the curvature of the an
nulus. The current analysis also predicts a radius ratio 
dependence of the power in the Rayleigh number not present 
in equations (2) and (3). This effect becomes quite significant 
for R > 2.0 and Ra > 105. Since a limiting case of internal 
flow is external flow (R —• °o), this power law dependence is 
not unexpected. However, the dependence is much more com
plex than presented in equations (25) through (27). First-order 
effects of geometric parameters on the Nusselt number are in
cluded in this discussion to simplify the results. 
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A P P E N D I X 

Derivation of Equations (17) and (18) 

In order for the group transformation to be successful, ?j 
and either got g' must be constant at the inner and outer walls 
of the annulus. Thus the boundary profile must obey the func
tional relationship 

r* = riz*m (Al) 

where i) is a constant. Similarly, the boundary and heat 
flux/temperature profiles must obey the corresponding 
relationships 

q"/qd' = -g'z * ( l - 5 m ) (Al) 

and 
7*(1 -4m) --gz*K'~*"" (A3) 

where g and g' are constants. Either (A2) or (,43) must be 
satisfed at each boundary, depending on the boundary condi
tion chosen. 

For the inner boundary profile, an ij0 must be determined 
which makes r* as close to a constant as possible. It is 
therefore appropriate to minimize the expression 

> = ( L / / ) i o 
(Ul) 

[(r0/l)-r,0z*"']2dz* (A4) 

This results in an optimum value for ?j0 given by 

no=-
(2m +1) Gr M 
(m + l) Am(R-l) 

(A5) 

A similar analysis for the outer boundary profile gives 

Vi=-
(2m +1) RGT 

(m+l) Am(R-\) 
(.46) 

For the inner boundary heat flux profile, a g0' must be deter
mined such that q" /q0" is as close to 1 as possible. This results 
in an optimum value for gQ' given by 

So 
(3-10m) Gr M 
(2-5 /n) A<-l-5m) (Al) 

A similar analysis at the outer boundary gives 

-V 4 ) (3- 10m) Gr ' 
A (2 -5 /W) ^O-Sm) 

(AS) 

g i = 0 , (A9) 

depending on the boundary condition selected for the outer 
wall. 

The free parameter m is chosen such that the sum of the er
rors incurred in the boundary and heat flux profiles is 
minimized. This sum is given by 

r 2m+1 ( 3 - 1 0 / M ) " ! 
E=\l+W- ^ u 2 - W \ ^JUL/1) (A10) 

I (m+ly (m+1)2 J 

where W is a weight function depending on the thermal boun
dary condition selected for the outer wall. Minimization of 
equation (A 10) gives equation (18) in the main text. 
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The Buoyant Plume-Driven 
Adiabatic Ceiling Temperature 
Revisited 
In previous works, convective heat transfer from buoyant plume-driven ceiling jets 
to unconfined ceilings has been estimated using a formula for the temperature 
distribution below an adiabatic ceiling Ta(1 obtained from experimental data in the 
range 0 < r /H < 0.7 (r is the radial distance from the plume and H is the plume 
source-to-ceiling distance). The present study re-evaluates these data, and develops 
an independent estimate for Tad. The analysis takes account of the effect of ceiling 
surface reradiation, and use is made of the previously established similarity between 
plume/ceiling- and jet/wall-driven heat transfer phenomena. The latter similarity is 
the basis of a correlation of recently reported free jet-wall jet "recovery 
temperature" data into a normalized Tad distribution. All of the analysis leads to 
new formulae for estimating the convective heat transfer to ceilings during enclosure 
fires. These new results confirm previous formulae, and extend them into the larger 
range 0 < r /H < 2.2. 

Introduction 

The convective heat transfer to ceilings during enclosure 
fires can be related to the heat transfer to unconfined ceiling 
surfaces from buoyant plume-driven ceiling jets [1]. Results of 
unconfined ceiling experiments [2] suggest a relatively simple 
means of estimating this heat transfer rate 

q = h(Tad-Ts) (1) 

Figure 1 depicts the phenomena in question near the fire 
plume. In equation (1), Tad is defined as the temperature 
distribution (a function of radial distance r from the 
plume-ceiling impingement point) established at the surface of 
an adiabatic ceiling (i.e., perfectly insulated and with zero ab
sorptivity and emissivity) by the gas flow from the plume of a 
fire of strength Q and effective fire-to-ceiling distance H; Ts is 
the instantaneous lower surface ceiling temperature distribu
tion; and h is the heat transfer coefficient based on the 
temperature difference Tad — Ts. In the experiments [2] the 
transient thermal response of unconfined 0.00159-m-thick, 
cold-rolled steel plate ceilings, insulated on the top side and in
itially at ambient temperature, were measured when heated by 
weakly radiating premixed propane fires of constant strength 
between 1.17-1.53 kW (//between 0.58 and 0.81 m). Analysis 
of the data which led to the equation (1) formulation used 
long-time, "near-ceiling" gas temperatures to estimate Ts (t 
—• oo), which was then used as a surrogate for the Tad 

distribution. 
The original h results [2] did not distinguish between varia

tions in the characteristic Reynolds number ReH of the plume 
(which only varied in the narrow range 1.5 x 104 < ReH < 
2.0 x 104 in the laboratory experiments). In a subsequent 
study [3], it was noted that inertial forces compared to 
buoyancy forces are generally large (i.e., characteristic 
Richardson numbers are small) in plume-driven ceiling jets for 
the most interesting range of small to moderate values of r/H. 
For this range it was conjectured that the near-ceiling flow and 
heat transfer characteristics of interest could be directly 
related to the analogous characteristics of wall or ceiling jets 
driven by heated or unheated free turbulent jets (e.g., the same 
configuration of Fig. 1, but with a turbulent jet replacing the 
fire and its buoyant plume). This led to a proposed correlation 
for h which does depend on the impingement point Reynolds 
number ReH, namely 

Contributed by the Heat Transfer Division and presented at the 23rd National 
Heat Transfer Conference, Denver, Colorado, 1985. Manuscript received by the 
Heat Transfer Division September 10, 1985. 

h/h = 
A ReH

U2 Pr - 2 / 3 ( l +B r/H), 0<r/H<0.2 

C R e ^ 0 3 Vx~2nw(r/H), 0.2<r/H 

where A and Care numerical constants, B = ^ ( R e ^ ) , h/h is 
a continuous function of r/H, and 

•(r/H)'1-2 (3) lim w-

In the above 

h = PambCpg"2Hl/2Q*"3 

(4) ReIf = gl/2H3/2Q*l/3/v 

Q* = (1 - \)Q/(PambCpTambg"2Hi'2) 

where \r is the fraction of Q which is lost by radiation from 
the fire's combustion zone and from the plume itself, i.e., (1 
- ~kr) Q is the effective portion of Q which actually drives the 
plume's upward convection. Also, pamb, Cp, Tamb, v, and Pr 
are the density, specific heat at constant pressure, 
temperature, kinematic viscosity, and Prandtl number of the 
ambient environment, respectively. 

The above correlation was based on measured heat transfer 
(to an elevated-temperature wall) [5] and flow properties [10] 
of unheated free jet-driven wall jets (where Tad = Tamb), and 
on the application of a criterion of equivalence for free jets 

Fig. 1 Heat transfer to an unconfined ceiling 
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and buoyant plumes at their respective sections of wall/ceiling 
impingement (Appendix of [3]). 

With the data of [2], data from the similar "reduced-scale" 
fire-plume-driven heat transfer experiments of [4], and 
unheated, free jet-driven wall jet heat transfer measurements 
of [5], it was shown in [3] that with the proposed h correlation 
of equation (2), the equation (1) formulation would provide 
reasonable q estimates for ReH at least in the range 0.73 x 104-
27X104. (Full-scale hazardous fires with fire-to-ceiling 
distances of 2-3 m and convected energy fluxes of 200-2000 
kW would have ReH in the range 20 x 104 < ReH < 50 x 104 

[!]•) 
In [3] the h values from the experiments in [2, 4] were de

rived from equation (1) with the use of measured values of q, 
Ts, and the long-time, near-ceiling gas temperature 
measurements of [2] which were assumed to be representative 
of Tad. The h values from the free-jet experiments of [5] were 
derived in a similar way, but, as mentioned earlier, the values 
of Tad in this case required no special measurements as they 
are identically equal to Tamb. 

A Re-evaluation of Existing Data 

The present investigation involves a re-evaluation of the 
data of [2] within the context of the equation (1) formulation. 
The goal is to obtain new estimates for Tad and h which would 
(1) be consistent with an equation (2) type of Rew-dependent 
h\ (2) would only use the initial transient data (t = 1, 2, 3, 5, 
and 7 min) of [2], and not the 25-30 min, long-time, near-
surface gas temperatures which were previously used to repre
sent the "true" Tad [2]; (3) would include the previously 
neglected effect of exposed ceiling surface re-radiation to far-
field surfaces; and (4) use recently reported data of free jet-
driven wall jet heat transfer experiments to extend the r/H 
range of validity. 

With regard to item (2) above, there are two reasons for 
avoiding the use of the long-time measurements in a new 
analysis of the data of [2]. First, there is indication from the 
transient data that in-plate radial conduction is important 
even at steady state for r/H at least up to 0.25. Also, a 
nonzero plate emissivity could lead to nonnegligible plate 
radiation to the far field. Under either of these circumstances 
the steady-state plate response would differ from that of an 
adiabatic ceiling. Second, all the reported transient data are 
from thermocouples mounted directly on the plate itself, 

whereas the long-time temperature data in [2] were measured 
in the gas at a distance below the plate surface of 0.0016 m. 

Consistent with the above remarks, another analysis of the 
tabulated data of [2] was carried out. The analysis involved 
application of energy conservation of elemental volumes of 
the plate, at the seven locations of plate-mounted ther
mocouples (placed at 0.07 m radial intervals from the point of 
plume-ceiling impingement), and at different times during the 
plate heating. New, dimensionless Tad data were generated 
from the expression 

\ * ad -* amb ' 

1 amb\i 

\ -* s -* amb I 1 

hTambQ* 

(5) 

[ql+qc + l^E+ea(Tt~Tl,nb)] 

where a is the Stefan-Bolzmann constant and where qx, qc, 
and AE are the respective instantaneous rates of heat transfer 
per unit area of plate conducted and lost to the rear insulation, 
conducted radially outward, and absorbed and retained in the 
plate itself. The right-hand term of equation (5) represents the 
lower plate radiation to far-field surfaces which are taken to 
be at the ambient temperature, and e is the effective plate 
emissivity. 

A review of the data of [2] indicates that by seven minutes 
into the experiments a value of e greater than a few tenths 
would have led to a significant contribution (on the order of 
35 percent for e = 1) to the net value of the bracketed term of 
equation (5). It would therefore appear that an equation (5) 
type of analysis of the data requires an estimate for the plate's 
e. Unfortunately, the literature has little to offer for e values 
of cold-rolled steel plate. Indeed, while tables of the e of solid 
surfaces typically provide values of 0.6-0.8 for rolled steel 
plate of various descriptions, the authors found only one 
primary reference [6] for the e of cold-rolled steel. Such an e is 
reported to have been measured at the remarkably low values 
of 0.075 (93 °C) and 0.085 (260°C). (Reference [7] reports 
these results of [6] incorrectly as 0.75-0.85.) To confirm this 
the authors had the e of available samples of "old and 
uncleaned" cold-rolled steel measured at the National Bureau 
of Standards. A room-temperature value of 0.12 was obtained 
[8]. As will be seen below, the new analysis of the data of [2] 
suggests that the " t rue" e of the plate of [2] was indeed in the 
range of these low values. 

N o m e n c l a t u r e 

A,B = 
b = 

CP = 

H = 

h = 

K = 

Pr = 
Q = 

QJ = 
Q* = 

constants, equation (2) 
nozzle-to-wall separation q 
distance 
specific heat at constant qc 

pressure 
functions, equations (7) and qt 

(A2), respectively 
acceleration of gravity ReH 

plume source-to-ceiling 
distance Re5 

heat transfer coefficient, 
equation (1) r 
characteristic heat transfer 
coefficient, equation (4) rW2 

kinematic momentum flux of 
jet Tad 

Prandtl number 
energy release rate of fire Tamb 

enthalpy flux of jet Ts 

dimensionless Q, equation (4) t 

rate of heat transfer, equa- V 
tion (1) 
rate of in-plate radial heat Kmax 

transfer w 
rate of heat transfer to Z 
insulation 
Reynolds number, equation z 
(4) 
Reynolds number defined in 5 
[3,5] 
radial distance from impinge- e 
ment point AE 
r of jet where velocity is half 
of axial value AT*d 

surface temperature for 
adiabatic ceiling Xr 

ambient temperature 
ceiling surface temperature v 
time a 

velocity profile of wall/ceil
ing jet 
maximum of V 
function, equation (2) 
b divided by diameter of jet 
orifice 
distance from wall 
constant, equation (̂ 44) 
(largest) z where K/Kmax = 
1/2 
plate emissivity 
rate of heat transfer retained 
in plate 
dimensionless Tad, equation 
(5) 
fraction of Q lost by 
radiation 
kinematic viscosity 
Stefan-Bolzmann constant 
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Fig. 2 Plot of the h data of [5], 7.3 x 104 < ReH < 27 x 104, and the 
estimate of equation (6); in the stagnation zone, 0 < r/H < 0.2 

(£ 

Fig. 3 Plot of the h data of [5], 7.3 x 1(T < ReH < 27 x 104, and the 
estimate of equation (6); outside the stagnation zone, 0.2 < r/H 

Except for e (assumed for now to be unknown) and h, all 
terms on the right-hand side of equation (5) are available from 
tabular data presented in [2]. To carry out the equation (5) 
analysis the following h distribution was used 

h/h-

"8.82 Re^1 / 2 Pr"2 / : 

0 < r/H<0.2 

3[1 - (5 .0 -0 .284 Re&2)(r///)], 

(6) 

0.283 R e - o . 3 p ^ 3 ^ - , 2 ( ' / " - 0 - 0 7 7 D Pr" '(r/H)-
(r/H+0.279) 

Q.2<r/H 

This expression, which is in the form of the correlation of 
equations (2)-(3), was developed by using the free jet/buoyant 
plume equivalency relations proposed in equations (A9) and 
(A 10) of [3] and by a curve fitting of the free-jet-driven wall 
jet h data of [5] (7.3 x 104 < ReH < 27 x 104). Plots of the/z 
data of [5] and the equation (6) correlation are presented in 
Figs. 2 and 3 (residual standard deviations, rsd, of 0.87 and 
0.04, respectively) for r/H values within (0 < r/H < 0.2) and 
outside the stagnation zone, respectively.1 

Note that the data of [5] were incorrectly plotted in Figs. 6-8 of [3]. Instead 
of Re// '3 Pr2/3 h/h and Re^5 Pr2/3 h/h as indicated on the ordinates of Figs. 
6-7 mid Fig. 8, respectively, the actual plots are of Rei-'3 Pr2/3 h/h and Ref5 • 
Pr h/h, where Re5 is defined in [3, 5] and is approximately Re5 
Rew. All of the data are correctly plotted here in Figs. 2 and 3. 

0.422 . 

Fig. 4 Plots of the new AT%d data for t = 0 (test 1: o, test 2: A , test 3: X 
[21) 

Fig. 5 Plots of the new AT*d data for e = 1 (test 1: o, test 2: A , test 3: X 
[2]) 

The new AT*d values were computed from equations (5) and 
(6) and the data of Tables IV-IX of [2] for different assumed 
values of e ranging from 0 to 1. Figures 4 and 5 are plots of 
these data for the e = 0 and e = 1 cases, respectively. 

A Formula for AT*d(r/H) and an Independent Indica
tion of the True Value of c 

The correspondence between the flow and heat transfer 
characteristics of plume-driven ceiling jets and heated or 
unheated free turbulent jet-driven wall jets was mentioned 
earlier. Relative to this correspondence which was conjectured 
and supported in [3], and which was introduced into the pre
sent analysis via the equation (6) description for h, important 
new experimental results have been reported recently in [9]. 
Using data from that work, which studied heated jet-driven 
wall flows, the development of the following expression for 
the normalized 
Appendix 

AT*d distribution was presented in the 

AT*ad(r/H) 

AT*d(r/H=0) 
=f(r/H) 

1 - 1.10(r/H)°* +0.808 (/•///)L6 

~ l -1 .10(r / / / )° - 8 +2.20(r / / / ) 1 - 6 + 0.690(r/i/)2-4 

(7) 

This result is plotted in Fig. 6 together with the (equivalent) 
data from which it was derived. 

To use an equation (7) correlation for the new AT*d values it 
is necessary to determine the best value for the e, AT*ad pair. 
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Fig. 6 Plots of the normalized ATgd data of [9] and the estimate of 
equation (7) 

Toward this end the following procedure was carried out: (1) 
compute new AT*d(r/H=Q) values for a given e as discussed 
above; (2) obtain the corresponding AT*d(r/H=0) which pro
vides a least-squares, equation (7) fit to the new values. 

Carrying out the procedure led to the following results: For 
e in the range 0 < e < 1, the values of AT*d(r/H= 0) and the 
rsd increase monotonically with e over the relatively narrow 
ranges from 8.59 and 0.56 to 9.75 and 0.78, respectively. 

The above procedure favors e = 0 as the best or true value. 
However, in view of the abovementioned results of [6] and [8] 

AT%d (r/H=0) = 8.70 (8) 

which corresponds to e = 0.1 and a rsd of 0.57 would appear 
to be a preferred value for the normalizing factor of equation 
(7). Using equations (7) and (8) leads to a new estimate for 
ATld which is plotted in Fig. 7 along with the new, e = 0.1, 
AT*ad data. 

Also plotted in Fig.7 is a correlation from [3] of the 
measured, late-time, near-ceiling gas temperatures of [2], As 
can be seen, except for small r/H values the new estimate for 
ATld is close to, and slightly above, the measurements. Near 
the stagnation point, however, the measured temperatures 
generally suggest a plate temperature distribution with 
relatively large radial gradients and with an r/H = 0 value 
which actually exceeds the new AT*d. The large gradients can 
be explained by the nonadiabatic, in-plate, radial conduction 
effect discussed earlier. However, near-ceiling gas 
temperatures could never have exceeded Tad, and the fact that 
they do so is a strong basis for disqualifying the equation (7) 
estimate of AT*d near the stagnation point. 

In [2] it was noted that "appreciable error" in the estimates 
of in-plate radial conduction (qx of equation (5)) "has to be 
expected" near r/H = 0. This fact together with the above 
discussion and previous remarks suggest (1) that the long-time 
near-surface temperature measurements of [2] continue to be 
the basis of the AT%d estimate within the stagnation zone, 
albeit with some uneasiness; (2) the latter estimate be con
tinued at r/H = 0.2 by a new equation (7) type AT%d estimate 
which would be used outside the stagnation zone; and (3) that 
the selection of an optimum normalizing factor to use in equa
tion (7) be made without consideration of those new AT*d 

values which correspond to the two smallest radial positions, r 
= 0 and r = 0.07 m, of the experiments. 

The above ideas were implemented, and they resulted in the 
following newly recommended estimate for AT%d 

AT*„H = 
10.22-14.9 r/H, 0 </• / / /< 0.2 

J.39f(r/H),0.2<r/H 

where f (r/H) is defined in equation (7). 
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Fig. 7 Plot of the new AT*d data for i = 0.1 (test 1: o, test 2: A , test 3: 
X [2]), the AT* estimate of equations (7) and (8) ( ), and the correla
tion (equations (11) and (12) of [3]) for the measured, long-time, near-
ceiling gas temperatures of <2\ (—) 

Conclusions 

The new AT*d estimate of equation (9) provides an ex
perimentally based extension of earlier results from a max
imum r/H value of 0.7 to an /-///value of 2.2. The results of 
the present analysis provide independent confirmation that, 
except for some uncertainty in the stagnation zone, the 
measured, long-time, near-ceiling gas temperatures of [2] ac
curately represent values of Tad, and that ceiling reradiation in 
those experiments was negligible because of very low effective 
values of surface emissivity. Also, the results of this paper are 
consistent with and provide additional support for the notion, 
introduced in [3], that up to moderate values of r/H there is an 
equivalence between the flow dynamics and heat transfer 
characteristics of free jet-driven wall flows and buoyant 
plume-driven ceiling jets. 

A recommended procedure for estimating the convective 
heat transfer from a fire plume to an unconfined ceiling, from 
the point of plume impingement to moderate r/H, was 
developed in [3]. This procedure is still recommended. 
However, the new results for Tad and h, developed here and 
presented in equations (6), (7), and (9), should replace the cor
responding equations (11), (12), (17), (18), and (20) estimates 
of [3]. The new results should also be used to modify equa
tions (5), (6), (16), and (17) of [1] where the unconfined ceiling 
equations are used to estimate heat transfer to the confined 
ceilings of real compartment fire scenarios. 
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A P P E N D I X 

Tad for the Wall Jet Away From the Stagnation Zone 
Consider a wall jet driven by a heated turbulent jet imping

ing on an adiabatic plane surface. Let Q, be the constant en
thalpy flux of the jet relative to Tamb. Assume that jet 
temperatures near the impingement point are close enough to 
Tamb so that, for the purpose of applying conservation of 
energy to the wall jet, the density field and Cp can be approx
imated by their ambient values. Then 

Qj = 2irrpamb Cp Kmax (Tad - Tamb) ( — ~— ) — dz 
•>" V 1ad~ l amb' ' 'max 

041) 

where the integration is over the thickness of the wall jet at the 
radial position of interest. In the above, V is the distribution 
of the radial component of velocity and Fmax is its maximum 
value. Tad is the temperature distribution at the wall surface. 

Let 5 be the distance from the wall, at the outer portion of 
the wall jet, where V/Vmsx = 1/2. Then the experimental 
study of [10] for unheated jets indicates that V/Vmax profiles 
at different r stations are similar in the sense that they can be 
closely approximated by 

F/Kmax = / , (z/5) for r/b> 0.75 (AT) 

where b is the effective jet nozzle-to-wall separation distance. 
We assume that this latter result is applicable even for heated 
jets since momentum forces will typically dominate buoyancy 
forces in the zero to moderate r/b values of interest. Further
more, it is reasonable to assume that (T— Tamb)/{Tad — Tamb) 
can also be approximated as a function of z/5 in the r/b > 
0.75 range. Using the latter assumptions in equation (1) leads 
to 

Tad-Tamb=a Qj/(PambCpVm^rd), r/b>0J5 (A3) 

J o XTad~ lamb' ^max V ° J 

Besides equation (AT), other results in [10] of interest here are 

Vmax/(VK/b) = 1.32(r/b)-lA; 676 = 0.098 (/76)0-9 

(A5) 

where pambK is the (constant) momentum flux along axial sec
tions of the unheated jet prior to impingement. 

For the case of the heated jet it is reasonable to expect that 
the unheated jet results of equations 045) would still be valid 
provided A'and b are redefined. This could be done, for exam
ple, by drawing an equivalence at the jet/wall impingement 
point between a heated jet of interest and the unheated jets for 
which equations (AS) are valid. This notion of equivalence 
was used, e.g., in [3]. There, a buoyant plume (i.e., the far 
field of a limiting, small-A" or low-momentum jet) was taken 

to be equivalent to an unheated jet at respective points of 
wall/ceiling impingement if the total mass and momentum 
flux of the plume and jet were identical. Applying these 
criteria for equivalence led to the results in [3] that the flow of 
a buoyant plume-driven ceiling jet, at least up to moderate 
values of r/H, would simulate the flow of an unheated, free 
jet-driven wall jet if b and A'in the results of [10] were replaced 
by point-heat-source-driven plume parameters as follows 

KU2 = 0.636 gi/2//3/2g*i/3. ft =1.17 H 046) 

Following the above, it is assumed that the idea of 
equivalence at impingement between the K, b pair of an 
unheated jet and related parameters of a heated jet has some 
generality. Accordingly, equations 045) are used in equation 
043) with the result 

T"d~T<"nb
 = 7 . 7 3 a ( r /6) -o-8; r/b>0J5 047) 

Qj/(PambCpb yfK) 
For the case of a buoyant plume, the equivalence relationships 
of equation (A6) together with the substitution of (1 - Xr)Q 
for Qj are used in equation 047) to yield 

AT*ad=U.8 a(r/H)-0i; r/H>0.88 (A8) 

A Normalized AT*d Distribution 

Tad data for heated jet-driven wall jets have been recently 
acquired and plotted in Fig. 9 of [9]. This plot is in the form 

T^2~l"mb =fiir/rin) 049) 
1 ad(u) x amb 

where rxn is defined as the radial position of the impinging jet, 
at the plane of impingement, where the jet velocity, in the 
absence of the wall, would have dropped to 1/2 of its value on 
the jet axis. Plotted in this way, the data (r/ru2 < 20.6) cor
relate well for all test cases where the ratio of jet orifice-to-
wall-distance to jet orifice diameter Z exceeds 1 (i.e., for jets 
of different Qj and with Z of 5, 10, and 15). Interpreting equa
tion 047) as an asymptotic result for large r/rl/2, the following 
curve fit to the Z > 1 data of [9] has been obtained with a 
residual standard deviation of 0.02 

Tad(r/r\n)~ Tamb 

Tad(®) — Tamb 

1 -0.199(r//-1/2)0-8 +0.0258(/-//-1/2)16 

~ 1 - 0.199(/7r1/2)
0-8 + 0.0640(r/rW2)

L6 + 0.00443(r/rW2)
2A 

0410) 

In the experiments of [9], buoyancy forces compared to in-
ertial forces in the impinging downward-directed jet were 
reported to be small enough so that within jet axis distances 
studied, centerline velocities varied on the order of a few per
cent at most when the jet was turned upward. Accordingly it is 
reasonable to assume that the velocity distributions (e.g., the 
values of rW2) of the jets at impingement would be closely ap
proximated by the corresponding velocity distributions of 
similarly configured but unheated free jets. Equation 049) of 
[3] suggests the following equivalence between the rw2 of an 
unheated jet and the H (distance from the source) of a 
buoyant plume 

rW2 = 0A09H (All) 

Using this in equation 0410) suggests the normalized AT*d 

distribution for plume-driven ceiling jets which is presented in 
equation (7). This together with the data of [6] (made 
equivalent with the use of equation (A 11)) is plotted in Fig. 6. 
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Structure of Turbulent Adiabatic 
Wall Plumes 
Weakly buoyant turbulent wall plumes were studied for surfaces inclined 0-62 deg 

from the vertical (stable orientation). The source of buoyancy was carbon diox
ide/air mixtures in still air, assuring conserved buoyancy flux. Profiles of mean and 
fluctuating concentrations and streamwise velocities were measured at several sta
tions along the wall. Flow structure was also observed by Mie scattering from a laser 
light sheet. Tests with inclined walls showed that low levels of ambient stratification 
caused the wall plumes to entrain fluid in the horizontal direction, rather than nor
mal to the wall. Structure predictions were made for vertical wall plumes, consider
ing Favre-averaged mixing-length and k-e-g models of turbulence. Both methods 
yielded encouraging predictions of flow structure, in spite of the presence of large-
scale coherent turbulent structures observed in the flow visualization. 

Introduction 

Wall plumes are encountered above fires along surfaces, 
near baseboard heaters and electronic circuit boards, and in 
other confined natural convection processes. The main objec
tive of this study was to complete new nonintrusive 
measurements of the mean and turbulent structure of wall 
plumes, useful for evaluating models of the process. Attention 
was confined to weakly buoyant (maximum density variations 
of 4 percent) wall plumes, having conserved buoyancy flux, 
along surfaces inclined 0-62 deg from the vertical (stable 
orientation). Model evaluation was also initiated, for flows 
along vertical surfaces, considering methods typical of current 
practice. 

Although wall plumes are an interesting buoyant turbulent 
flow, they have not received much attention. Turner [1] 
describes some of the earliest work, where wall plumes having 
conserved buoyancy flux were studied using saline solutions. 
Observations showed that entrainment decreased as effects of 
stratification were increased by increasing wall inclination 
from the vertical. Furthermore, the entrainment of vertical 
wall plumes was lower than free line plumes, measured by 
Rouse et al. [2], due to stabilization of flow meandering by the 
wall. 

Grella and Faeth [3] made probe measurements of mean 
and fluctuating streamwise velocities and mean temperatures, 
in adiabatic, weakly buoyant, thermal plumes, along vertical 
surfaces. Similarity of mean properties, aside from a near-wall 
region, was observed with respect to height above the source. 

Liburdy and co-workers [4, 5] studied weakly buoyant ther
mal plumes along vertical isothermal surfaces. Hot-wire 
anemometry was used to measure mean and turbulent struc
ture. Local similarity, in terms of local buoyancy flux and 
height above the source, was observed, aside from the near-
wall region. The structure of adiabatic and isothermal wall 
plumes on vertical surfaces was also analyzed, using several 
eddy-viscosity and mixing-length models of turbulence. The 
approach of Cebeci and Khattab [6], developed for non-
buoyant flow, yielded encouraging predictions of mean prop
erties measured in [3-5]. This agreement was only obtained, 
however, by reducing turbulent Prandtl numbers from values 
near unity, prescribed by Cebeci and Khattab [6], to a value of 
one half (which agreed with direct measurements by Liburdy 
et al. [5] and values observed in two-dimensional free shear 
layers [7]). 

Ljuboja and Rodi [8] recently tested a buoyancy-extended 
k-e turbulence model using the adiabatic wall plume data of 
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Fig. 1 Sketch of the test wall 

Grella and Faeth [3], Fair agreement was obtained between 
predictions and measurements. However, effects of local 
Reynolds numbers in the near-wall region, observed in both 
the measurements and the mixing-length analyses [3, 5], were 
not reproduced and were attributed to data scatter. 

In spite of past progress, current understanding of weakly 
buoyant wall plumes is uncertain and incomplete. Probes yield 
large experimental uncertainties over much of the flow, due to 
effects of flow reversals and high turbulence intensities. Tur
bulence structure data are very limited: No measurements 
have been repeated, only streamwise turbulence intensities are 
available for adiabatic wall plumes, and no information has 
been reported on effects of stratification along inclined sur
faces. Past structure measurements have been for thermal 
plumes, yielding uncertainties due to parasitic heat losses. 
Finally, existing measurements have poorly defined initial 
conditions and uncertain levels of ambient stratification, 
which limits their value for developing predictive methods. 

The present study seeks to remove some of these limitations. 
New structure measurements were completed for weakly 
buoyant plumes along a plane surface at various inclinations 
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Table 1 Test conditions for vertical wall flows" 

Case 1 
Flow type 
Density ratio = pa/pa 
Initial mean velocity, m/s 
Initial Reynolds number6 

Initial Froude numberc 

Wall jet 
1.00 
0.43 
474 

oo 

Wall plume 
1.02 
0.31 
390 
5.0 

Wall plume 
1.04 
0.43 
474 
5.0 

"Carbon dioxide/air mixtures, 21 mm source height, 800 mm wall 
width, 1000 mm wall length. Ambient pressure and temperature 97 
kPa, 300 ± 3 K. Temperature stratification 0.26 ± 0.06 K/m over the 
period of testing. Ambient carbon dioxide concentrations were 
uniform with levels less than 5 percent of the slot flow concentration. 
b'Re = u0b/i>0. cFr = (Po"o2/(a*(Po--0))1/2-

Table 2 Summary of turbulence model parameters 

<t> Meff,* 

1 
U M + /V 
/ ( M / S C ) + (M,/<7/) 

k ii + (n,/ak) 

6 )l + (llt/o6) 

g o*/Sc) + o*,/<Tg) 

Mixing length model 

s* 
0 

a(p-Poo) 
0 

"'( - | r ) -~pt 

( C £ 1 M , ( - ^ - ) -Ce2pe)(e/Ar) 

/ 3 / \ 2 

Cgl»<\-J-) -Cg2pge/k 

li,=pmm {[0Ay(\ -exp(-y/A))]2; (0.0755)2] 

S=y@u=0A um (outer position) 
A=26v(p/TJi/2 

oy = 0.5,Sc=1.0 

du 

k-e-g model 

V-t=pC[lk
2/t 

c, cEl 
0.09 1.44 

cgi 
4.0 

cil ~ cgl 
1.87 

ak 

1.0 

ff6 

1.3 

af = ag 

0.5 

Sc 

1.0 

(stable orientation). The source of buoyancy was carbon diox
ide/air mixtures, assuring conserved buoyancy flux. Nonin-
trusive optical diagnostics were used to measure mean and 
fluctuating concentrations and streamwise velocities, in
cluding definition of initial and boundary conditions. Flow 
visualization provided information on the general features of 
the turbulent structure. 

Analysis was undertaken to assist interpretation of 
measurements and to develop predictive methods. Vertical 
wall plumes were considered using Favre-averaged mixing-
length and k-e-g turbulence models, similar to past work in 
this laboratory [5, 9]. 

In the following, experimental and theoretical methods are 
described first. This is followed by discussion of experimental 
findings and comparison between predictions and 
measurements. The present discussion is brief; full details and 
a complete tabulation of data are provided by Lai [10]. 

Experimental Methods 

Apparatus. A sketch of the test wall appears in Fig. 1. The 
flow was generated by carbon dioxide/air mixtures flowing 
downward along a plane wall in still air. The carbon diox
ide/air mixture entered a plenum at the top of the wall and 
then passed through a series of baffles to achieve a uniform, 
two-dimensional flow at the 21-mm-high exit slot. The test 
wall was 1000 mm long, 800 mm wide, and had 305-mm-high 
side walls to help preserve two dimensionality. Windows in the 
side walls provided optical access for structure measurements 
at x/b = 0.1 (for initial conditions), 10, 20, and 37.5. 

The tests were conducted in an interior room with the ap
paratus mounted on a concrete bed roughly 1 m above the 
floor. The remainder of the floor area was covered by a 
grating at the same level. The flow passed through the grating 
and was removed by a blower. The apparatus was separated 
from electronics (except optical detectors) and personnel by a 
4 m x 3 m x 5 m high enclosure, to minimize ambient 
disturbances. 

Optical instruments were mounted rigidly; therefore, pro
files of flow properties were measured by traversing the entire 
wall on a bearing track. Positioning accuracy, normal to the 
wall, was 250 /um. The wall could be mounted at various ver
tical positions (accurate to 1 mm) and inclined 0 ,31 , and 62 
deg (accurate to 1 deg) from the vertical (looking upward, 
e.g., in the stable configuration) while still accommodating 
traverses normal to the wall. 

Gas flows to the top of the wall were provided by an oil-free 
air compressor and commercial-grade carbon dioxide stored in 
cylinders. Flows were controlled with pressure regulators and 
metered with critical-flow orifices, which were calibrated with 
a positive-displacement meter and a wet-test meter. After mix
ing, the flows passed through a 25 mm i.d. x 37 m long tube, 
to ensure complete mixing and equilibration to local room 
temperature, before entering the plenum at the top of the wall. 
Uncertainties in flow measurements and initial gas composi
tion were less than 3 percent. 

Instrumentation. Velocities were measured using laser-

a 
A 

b 

c, 

f 
Fr 

g 

k 
Re 

Sc 
s * 

u 

= 

= 
= 

= 
= 
= 

= 
= 

= 
= 
= 

acceleration of gravity 
constant in mixing-length 
model, Table 2 
slot height at exit 
constants in turbulence 
model 
mixture fraction 
Froude number, Table 1 
square of mixture frac
tion fluctuations 
turbulent kinetic energy 
Reynolds number, Table 
1 
laminar Schmidt number 
source term 
streamwise velocity 

V 

X 

y 
0 

e 

9 

M. Meff. M/ 

V 

p 

°: 

= velocity normal to wall 
= streamwise distance 
= distance normal to wall 
= boundary layer 

thickness, Table 2 
= rate of dissipation of tur

bulence kinetic energy 
= wall inclination from the 

vertical 
= laminar, effective, and 

turbulent viscosity 
= kinematic viscosity 
= density 
= turbulent Prandtl/ 

Schmidt number 

TW = 

<j> = 

Subscripts 

m = 
0 = 

00 = 

Superscripts 

( ) = 

( ) = 

( ) ' = 

wall shear stress 
generic property 

maximum quantity 
slot exit condition 
ambient condition 

t ime-averaged mean 
quantity 
Favre-averaged mean 
quantity 
t i m e - a v e r a g e d f luc
tuating quantity 
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Doppler anemometry (LDA). Concentrations were measured 
using laser-induced fluorescence (LIF) as well as isokinetic 
sampling and analysis by nondispersive infrared spectroscopy 
(NDIR). The flow was visualized by Mie scattering from a 
light sheet. 

An argon-ion laser, yielding 800 mW at a wavelength of 
514.5 mm, was used for the LDA. A dual-beam forward-
scatter configuration was used, having a horizontal optical 
axis which was parallel to the wall. The measuring volume was 
300 /im in diameter and 410 /iin long (along the wall). Fringe 
spacing was 6.14 fxm, calibrated with a rotating disk. A Bragg 
cell frequency shifter was used to eliminate effects of direc
tional bias and flow reversals. Natural seeding was sup
plemented using 500-nm aluminum oxide particles in both the 
slot flow and the surroundings, yielding a seeding density of 
0.36/measuring volume. Turbulence microscales were in the 
range 2-20 mm; therefore, burst densities were low but data 
densities were high. The data were processed with a burst 
counter (TSI, model 1980-A). Since data densities were high, 
the analog output of the processor was recorded using an in
tegrating digital voltmeter (Hewlett-Packard 240IC), in con
junction with a true rms meter (TSI 1076) for velocity fluctua
tions, to yield unbiased time averages. Uncertainties in mean 
and fluctuating velocities were less than 5 percent and were 
repeatable within this range. 

Laser-induced fluorescence of iodine vapor seeded into the 
slot flow, by passing it through a bed of iodine crystals, was 
used to measure the instantaneous concentration of slot fluid. 
The LIF signal was produced by an argon-ion laser, yielding 
800 mW at 514.5 nm. The laser beam was horizontal and 
parallel to the wall. The scattering signal was observed normal 
to the wall yielding a cylindrical measuring volume having a 
diameter of 1 mm and a length (normal to the wall) of 1.3 mm. 
The fluorescence signals were observed using a 
monochrometer as a wide-band filter, observing the 
533-540-nm wavelength range, where several strong 
fluorescence lines are present, while eliminating scattered and 
reflected light from the laser line. This allowed measurements 
close to the wall, in spite of strong reflections of the laser 
beam itself. Laser beam intensity was measured before and 
after passing through the flow. This allowed corrections for 
variations in initial beam power and for absorption of laser 
light before reaching the measuring volume, as well as an in
dependent mean concentration measurement using the absorp
tion signal. Iodine seeding levels in the slot flow were 
monitored by passing the flow through an absorption cell 
placed near the end of the mixing tube. Fluctuations of 
seeding levels were small, about 1 percent. The absorption and 
LIF signals were calibrated by measurements across the slot 
exit and through the cell - varying the fraction of the slot flow 
which was seeded with iodine. The LIF signal was linear in the 
mass fraction of slot fluid (the mixture fraction) while reab-
sorption of scattered light was small (less than 10 percent at 
the worst condition). The four detector signals were sampled 
at 40 Hz (each) using a 40 Hz cutoff with a sixth-order 
Chebychev anti-aliasing filter. Frequency spectra showed that 
there was negligible signal energy above 20 Hz. Signals were 
processed using a DEC MINC 11-23 computer to yield time-
averaged mean concentrations by both absorption and LIF 
and fluctuating concentrations by LIF. Uncertainties in mean 
concentrations were less than 5 percent and were less than 10 
percent for concentration fluctuations - both being repeatable 
well within this range. 

Mean concentrations were also measured by isokinetic 
sampling at the mean velocity, and analysis using NDIR. The 
sampling probe was a cylindrical tube having inside and out
side diameters of 1.6 and 3.2 mm, tapered from the tip at an 
angle of 20 deg, to provide a sharp leading edge. The sampling 
tube was parallel to the streamwise direction and could be 
positioned normal to the wall with an accurcy of 250 /mi. The 

concentration of carbon dioxide was measured continuously 
using a Beckman model 864 infrared analyzer. Meter output 
was slightly nonlinear over the total range used, but was essen
tially linear over the concentration fluctuation range at any 
measuring position. Effects of reversed flow near the edge of 
the plumes, y/x > 0.1, are difficult to evaluate quantitatively. 
At other locations, uncertainties in mean concentrations were 
less than 10 percent, and were repeatable well within this 
range. 

An argon-ion laser, yielding 2W (multiline mode), was used 
for flow visualization. The original beam (1.3 mm diameter to 
the e - 2 intensity points) was spread into a light sheet and 
directed along the wall from top to bottom. The seeding par
ticles used for LDA measurements, but placed only in the slot 
flow, yielded Mie-scattered light from the sheet to provide a 
visualization of the mixing process. The illuminated particles 
were photographed from the side (1 m from the sheet, at x/b 
= 20) using a Canon AE-1 Program Camera (35 mm focal 
length lens at f2.8 and l/60s with Kodak ASA 1000 print 
film). 

Test Conditions. Test conditions for vertical walls are sum
marized in Table 1 (only the Froude number changed for in
clined walls, due to the reduced gravitational acceleration 
along the wall). Three flows were considered: a constant densi
ty wall jet, as a baseline, and two wall plumes having initial 
density ratios of 1.02 and 1.04. Initial velocities of the wall 
plumes were chosen to yield initial Froude numbers (for ver
tical walls) similar to the asymptotic Froude numbers 
measured by Grella and Faeth [3] for adiabatic wall plumes; 
therefore, the flow was neither under- nor overaccelerated at 
the slot exit which reduces the streamwise distance needed for 
flow development (cf. George et al. [11]). 

Two dimensionality was checked by computing momentum 
and buoyancy fluxes along the wall [10], similar to Launder 
and Rodi [12], using measured mean properties. Mean 
momentum was conserved within 10 percent (including some 
uncertainty in wall friction estimates) and buoyancy flux was 
conserved within 5 percent. These levels are well within expec
tations, in view of effects of turbulent fluctuations on con
served properties of the flows (List [13]), suggesting 
reasonably good levels of two dimensionality. Aspect ratios, 
based on displacement, momentum, scalar mixing, and 
analogous flow half widths, were all greater than 10, also sug
gesting conditions conducive to two-dimensional flow. 

Initial profiles of streamwise mean and fluctuating 
velocities were measured [10]. Profiles of u/u,„ and it'/u,„ 
were similar for all the flows. In spite of the low slot Reynolds 
numbers, u'/u,„ was in the range 0.10-0.15 for the central 80 
percent of the slot. Ambient stratification could not be re
duced below the levels indicated in Table 1 without unduly dis
turbing the desired stagnant ambient environment of the wall. 

Theoretical Methods 

Description of Analysis. The analysis treats a steady (in the 
mean), two-dimensional wall jet or vertical wall plume in a 
stagnant environment having constant properties. Boundary 
layer approximations are applied, and viscous dissipation and 
kinetic energy are ignored in the governing equations for mean 
quantities, with little error. Carbon dioxide and buoyancy 
fluxes are conserved. Typical of most analyses of turbulent 
mixing, the exchange coefficients of all species are assumed to 
be the same; therefore, scalar properties are only a function of 
mixture fraction (the fraction of mass which originated from 
the slot), termed the state relationships [9]. Mixture fraction is 
also a conserved scalar of the flow. 

Turbulence properties were treated using either the mixing-
length model of Cebeci and Khattab [6] or the k-e-g model 
used by Jeng and Faeth [9]. The mixing-length model was 
developed for forced-convection flows, but was modified, 
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Fig.2 Flow visualization of the wall plume, po/Pco = 1.04

(3)

(4)

0.20.1

y-oo, u=j=k=e=g=O

0.0 '--__--'- --L L-__--l

0.0

x=O,O ::::;y::::;b:

uo(y) = meas., ko(y) = uo2 (y)12 + vo
2(y) = meas.

jo(y) = 1, go(Y) = 0

( au(y»)
Eo(y)=Cl'ka(Y) -- !u'v'(Y)o=meas.

ay 0

where the distinction between Favre and Reynolds averages
has been ignored, since the density is constant at the slot exit.

Initial conditions were specified from measurements of uo, uo,
uo, and u"Vo at the slot exit. The measured values of Uo and Uo
were used to compute ko, assuming Wo= uo;Jo and go are uni
ty and zero, by definition; and EO was estimated from the
governing equations for Reynolds stress in the turbulence
model [10]. Based on these considerations, initial conditions
were prescribed as follows

E
I:>....
I:>

Scalar Properties. Methods for computing Reynolds- and
Favre-averaged scalar properties from the k-e-g analysis are
described elsewhere [9, 10, 16]. Since P-I - f for present con
ditions [10], p = pc!>, which closes the scalar property for
mulation needed to solve equations (1)-(4). Other scalar prop
erties, e.g., the mass fraction of carbon dioxide or tracer gas,
can be found by assuming a two-parameter functional form
for the PDF of mixture fraction - a clipped Gaussian function
was used similar to past work in this laboratory [9, 17]. As
noted earlier, however, effects of density fluctuations were
small in present flows; therefore, Favre and Reynolds averages
of scalar properties are essentially the same and are little dif
ferent from values at J

Po/POl= 1.04
x/b = 37.5

Computations. Equations (1)-(4) were solved using a
modified version of GENMIX, developed by Spalding [18],
with a computational grid and convergence requirements
similar to past practice [9, 17]. As usual, the number of grid
points was minimized by not integrating the equations clear to
the wall, but by using modified boundary conditions in the
region where the Law of the Wall applies, following the ap
proach of Ljuboja and Rodi [8].

0.3

y/x

Fig. 3 Influence of wall inclination on mean and turbulent structure,
po/Pro = 1.04, xlb = 37.5

(2)

(I)
a __ a __ a ( a¢ )ax (pu¢)+ay (pv¢) = ay J.teff.</> ----ay +S</>

where ¢ = 1 (for conservation of mass), U, f, k, E, and g. Ex
pressions for J.teff,</> and S</> for both models appear in Table 2.
Changes in the mixing-length model of Cebeci and Khattab [6]
involve 15f = 0.5, as noted earlier, and Sc = 1, which is more
appropriate for carbon dioxide diffusion in air than the earlier
value of 0.7 used for heat transfer [5]. The same values of ¢f
and Sc have been adopted for the k-E-g model, as opposed to
the value 0.7 used earlier for both [9]. Furthermore, since Cg1

= 2115f; Cg1 = 4 rather than 2.8, used earlier [9]. Wall damp
ing functions, used in most higher-order turbulence closures
for wall flows [7, 8], were not used since wall jets and plumes
are thick and approximate free shear layers over most of their
width. An advantage of this is that empiricism is reduced.

The formal boundary conditions for equations (I) are

_ _ aj
y=O, u=v=--=k=E=g=O

ay

following Liburdy et al. [5], to use a fixed turbulent
PrandtIlSchmidt number of 0.5, rather than the original
prescription which yields values of this parameter near unity.
The k-e-g model also ignores effects of buoyancy on tur
bulence properties, but has been reasonably successful for ver
tical buoyant flows [9]; its formulation has been changed very
little from an early version used by Lockwood and co-workers
[14, 15]. The analysis is formulated using mass-weighted or
Favre averages, as recommended by Bilger [16], rather than
conventional time or Reynolds averages. This avoids ad hoc
neglect of many terms involving density fluctuations. As a
practical matter, however, density variations were small for
present flows and the differences between these averages are
small in comparison to experimental uncertainties.

Formulation. Since scalar properties are only a function of
mixture fraction, mean quantities are found by solving equa
tions for conservation of mass, momentum, and mixture frac
tion. The solution is closed at this level for the mixing-length
model, but closure of the k-E-g analysis requires solution of
modeled governing equations for turbulence kinetic energy k
and its rate of dissipation E. A modeled governing equation for
the square of mixture fraction fluctuations g is also solved for
comparison with measurements. This quantity is also needed
to formally close analysis for scalar properties when density
variations are significant, although this is not the case for cur
rent conditions.

The governing equations for both models can be written in
the following generalized form
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Table 3 Summary of predicted and measured properties of vertical wall flows 

x/b 
Condition 

10 20 

u,„/u, fm/fo u,„/u. o fm/fo 
37.5 

"m/«n //(//o 
Wall jet, p0/poo = l: 
Measurements 
k-e-g analysis 
Mixing-length analysis 
Wall plume, PQ/P„ = 1.02: 

Measurements 
k-e-g analysis 
Mixing-length analysis 
Wall plume, p0/Poo = 1-04: 

Measurements 
k-e-g analysis 
Mixing-length analysis 

0.760 
0.690 
0.700 

0.905 
0.875 
0.856 

0.932 
0.899 
0.885 

0.941 
0.946 

0.940 
0.931 
0.923 

0.931 
0.925 
0.931 

0.571 
0.532 
0.501 

0.819 
0.813 
0.827 

0.851 
0.839 
0.867 

0.796 
0.802 

0.750 
0.731 
0.761 

0.723 
0.723 
0.760 

0.458 
0.395 
0.348 

0.760 
0.760 
0.817 

0.811 
0.791 
0.862 

0.621 
0.582 

0.541 
0.491 
0.562 

0.525 
0.481 
0.564 

Preliminary Observations 

Flow Visualization. Three typical flow visualization 
photographs appear in Fig. 2. The photographs show the full 
length of a vertical wall. The flow is random; therefore, while 
large turbulent structures are visible, patterns are not 
repetitive, unlike many shear layers in the transition region 
[19]. Flow properties are also characterized by rather well-
defined vortex structures ("jelly rolls") near the edge of the 
flow, and by penetration of unmixed ambient fluid to points 
very near the surface. 

Inclined Walls. Measurements of streamwise mean and fluc
tuating velocities for vertical and inclined walls are illustrated 
in Fig. 3. The width of free line plumes [2] and wall plumes 
[3-5] is proportional to height above the source; therefore, y/x 
is roughly a similarity variable for wall plumes, aside from the 
near-wall region where boundary-layer growth rates differ 
[3-5]. As a result, u/um is plotted as a function of y/x in Fig. 
3, to illustrate this scaling. A startling feature of these results 
is that the mean velocity becomes negative near the edge of the 
flow for inclined walls, rather than approaching the expected 
value of zero seen for the vertical wall plume. The magnitude 
of the negative edge velocity progressively increases with in
creasing wall inclination from the vertical, reaching 10-15 per
cent of the maximum streamwise velocity for a wall inclination 
of 62 deg. The outer boundary of the mean velocity profiles is 
roughly the same for the three flows, after allowing for the 
region of negative velocities. Streamwise fluctuations are com
parable for the three cases, but there is a tendency for reduced 
fluctuations at larger angles from the vertical. This could be 
due either to lower Reynolds numbers, to lower mean 
velocities at larger inclinations, or to effects of stratification 
on turbulence properties. 

After thoroughly checking the apparatus, it was concluded 
that the negative velocities near the flow edge were caused by 
the entrained flow moving nearly horizontally from the sur
roundings to the plume, rather than normal to the wall. 
Therefore, as the inclination of the wall is increased, this 
horizontal flow has a negative velocity component parallel to 
the wall, for the stable wall inclinations considered during the 
tests, e.g., u„ = va tan 6, where y„ is the entrainment velocity 
(which is negative and has a magnitude of about 0.1 um [3]), 
while 0 is the inclination of the wall from the vertical. Effects 
of ambient stratification cause the entrained flow to enter the 
plume horizontally, particularly for present test conditions. 
This follows since entrainment velocities are small, yielding 
small static pressure differences to initiate the motion of the 
entrained gas, in comparison to pressure differences due to 
stratification which stabilize vertical motion. 

The problem of low-level ambient stratification on entrain
ment has not been given much attention (and probably would 
not be detected when using probes), but has been, observed 
before, e.g., Fujii and Imura [20] observed horizontal entrain-

o.o 
O.I 0.2 

y/x 

Fig. 4 Mean velocities in a wall jet 

ment during laminar natural convection along inclined sur
faces. The implications of this phenomenon concerning past 
measurements of wall plume entrainment on inclined surfaces 
should be considered. Rather than attempt to deal with this 
ambient flow, which would require an elliptic formulation 
with subsequent loss of the computational efficiency of 
boundary-layer flows, subsequent work was limited to vertical 
wall plumes where effects of stratification on the direction of 
entrainment are small. 

Results and Discussion 

Mean Quantities. u„, and/„, are used to normalize velocities 
and concentrations in the following; therefore, predicted and 
measured values of these quantities are summarized in Table 
3. For fully developed, two-dimensional turbulent free jets, 
um and fm~x~l/2, while for free line plumes um~x° and 
fm~x~l [2, 3, 21]. Wall jets and plumes only approximate 
these scaling rules, due to low Reynolds number effects near 
surfaces. Furthermore, the present flows are developing from 
the slot exit condition, which also tends to obscure these 
trends somewhat. However, similarity to the previous scaling 
rules is evident, e.g., um and / m both decrease for the wall jet, 
while um is relatively constant and /,„ decreases more rapidly 
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Fig. 5 Mean velocities in wall plumes 
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Fig. 6 Mean mixture fraction in a wall plume, i>0lpm = 1.02 

for the wall plumes. Mixing-length and k-e-g predictions are 
generally within 10 percent of the measurements; however, the 
latter model generally yields the best overall results. 

Predicted and measured values of u/um for the wall jet are 
plotted as a function of y/x in Fig. 4. The present flow is 
developing as Reynolds numbers increase in the streamwise 
direction; therefore, it becomes progressively narrower in 
terms of normalized distance from the wall. The mixing-length 
model overestimates flow width, particularly far from the 
source, probably since the Reynolds numbers of present flows 
are well below the range where this model was developed. The 
k-e-g model tends to underestimate flow widths but is in fair 
agreement with the measurements. 

|»- 0.5 

DATA METHOD ~ 
o PROBE 
A ASSORR 
q LIF 

MIX.LENGTH 
K-E-G 

oooao 

S5t<a 

Fig. 7 Mean mixture fraction in a wall plume, PO'P<» = 1 - 0 4 

Similar results for the wall plumes appear in Fig. 5. When 
plotted in this manner, results for both wall plumes are nearly 
the same. Predictions support this observation; therefore, a 
single line for each prediction represents both flows. Predic
tions of both models are similar — yielding the location of the 
maximum velocity reasonably well but underestimating the 
flow width, particularly far from the source. The fact that tur
bulence models which ignore effects of buoyancy on tur
bulence properties yield reasonably good predictions of mean 
properties in vertical buoyant flows agrees with past ex
perience [5, 9, 17, 22]. 

Predicted and measured values of f/fm are plotted as a 
function of y/x in Figs. 6 and 7, for the two wall plumes. 
Three sets of measurements are shown: probe sampling, laser 
absorption, and LIF. The latter two agree quite well with each 
other, supporting the accuracy of the optical diagnostics, but 
probe sampling yields higher values near the flow edge. This is 
probably due to sampling problems in this region, where tur
bulence intensities are high and flow reversals are frequent. 
Clearly, neither of these problems can be cured by sampling 
isokinetically at the local mean velocity. Results for the two 
density ratios are plotted separately, to reduce cluttering; 
however, both predictions and measurements are nearly iden
tical for the two flows. While the concentration gradient at the 
surface is formally zero, this is not very evident in Figs. 6 and 
7, similar to past observations for adiabatic wall plumes [3]. 
Damping of turbulence reduces mass diffusivities close to the 
wall; therefore, the zero-gradient region is too small to 
observe on the scale of these figures. 

Mixing-length predictions in Figs. 6 and 7 are reasonably 
good near the source, but underestimate flow widths at 
downstream positions. The cause for this erratic behavior, 
underestimating widths of wall plumes and overestimating 
widths of wall jets, is not well understood. One possibility is 
that the turbulent mass diffusivity is proportional to the 
velocity gradient for this model and becomes zero at the max
imum velocity position; therefore, reduced rates of mass dif
fusion in this region inhibit lateral transport of mass, and its 
attendent buoyancy forces, causing the flow width to be 
underestimated for plumes. Naturally this effect is absent for 
the wall jet. The k-e-g model always yields nonzero turbulent 
mass exchange coefficients and provides improved results for 
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Fig. 8 Streamwise velocity fluctuations in a wall jet 
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Fig. 9 Streamwise velocity fluctuations in wall plumes 

plumes; however it still underestimates flow width to some ex
tent. Measurements of turbulent fluctuations, to be discussed 
next, show relatively high levels of ambient disturbances, 
which could be responsible for this behavior. Similar to Libur-
dy et al. [5], however, use of oy = 0.7, with analogous changes 
in other parameters, causes further underestimation of flow 
widths. 

Turbulence Quantities. More insight concerning the 
measurements of mean quantities, and model predictions of 
them, is provided by measurements of turbulence quantities. 
The mixing-length model provides no predictions of tur
bulence quantities; therefore, only the k-t-g model will be 
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Fig. 10 Mixture fraction fluctuations in wall plumes 

considered. Model predictions of k are related to u' by assum
ing the usual levels of anisotropy of turbulent fluctuations 
observed in shear flows [21], namely u'1 = k, whileg172 = / ' , 
by definition. 

Predicted and measured «' /u„, are plotted as a function of 
y/x for the wall jet in Fig. 8. u /um increases from low values 
near the wall, dips near the maximum velocity location, and 
then decreases near the flow edge. Relatively high values near 
the edge are probably due to ambient disturbances, which are 
difficult to control for low velocity flows. The dip in tur
bulence intensity near the maximum velocity location is due to 
low rates of turbulence production where the mean velocity 
gradient is zero (Table 2). 

Predictions of the k-e-g model are only in fair agreement 
with measurements in Fig. 8. u' /um is underestimated 
everywhere at x/b = 10. Farther from the source, peak values 
of u' /u,„ are predicted reasonably well, but the near-wall peak 
and values near the flow edge are underestimated. Liburdy et 
al. [5] show that turbulence properties near the maximum 
velocity position are complex for wall plumes, e.g., the peak 
mean velocity position is not coincident with the zero-stress 
point. The present k-e-g model cannot represent such effects. 
High ambient disturbance levels may account for problems 
near the flow edge. 

Similar results for wall plumes are illustrated in Fig. 9. Both 
wall plumes yield identical results when plotted in this manner. 
Measured levels of streamwise fluctuations are higher in wall 
plumes than the wall jet, but predictions are comparable for 
both flows (compare Figs. 8 and 9). Buoyancy/turbulence in
teractions, which were ignored for present predictions, are 
probably responsible for this deficiency. Maximum values of 
u''/iim are in the range 0.20-0.23, which are comparable to 
levels observed in wall plumes using probes [3, 5], 

Predicted and measured / ' lfm are plotted as a function of 
y/x in Fig. 10. Predictions for the two flows were nearly iden
tical when plotted in this manner; measurements are nearly 
identical as well. Measurements indicate a slight dip in / ' / / m 
near the maximum velocity point, possibly due to reduced pro-
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duction of turbulence in this region; however, the model gives 
no evidence of a dip. Predictions generally underestimate 
measurements, particularly near the flow edge. Low levels of 
iodine tracer accumulating in the surroundings could account 
for this behavior. Measured values of f'/fm in Fig. 10 are 
somewhat greater than temperature fluctuations, normalized 
in the same manner, measured by Liburdy et al. [5] for 
isothermal wall plumes, e.g., the latter correspond roughly to 
present predictions. Higher ambient fluctuations and effects 
of intermittency for the lower Reynolds number range of pres
ent measurements are offered as possible explanations of the 
differences, but the matter deserves further study. 

Conclusions 

Structure measurements in inclined wall plumes showed that 
even low levels of flow stratification caused these flows to en
train ambient material in the horizontal direction, rather than 
normal to the wall, yielding negative streamwise ambient 
velocities for the present stable orientation. Past measure
ments of properties for inclined walls should be reconsidered 
in view of these findings. Probe measurements of mean con
centrations were above actual values near the edge of the wall 
plumes, due to high turbulence intensities and flow reversals; 
therefore, nonintrusive measurements of scalar prop
erties are recommended for these flows. The present LIF 
system is attractive for wall flows, since effects of reflections 
of the laser beam from surfaces can be eliminated. 

The k-e-g model yielded reasonably good predictions of the 
mean structure of the present wall jets and plumes, but only 
after using a turbulent Prandtl/Schmidt number of one half 
(which is a value consistent with past measurements in wall 
plumes [5]). This was achieved without direct consideration of 
effects of buoyancy on turbulence properties, at relatively low 
Reynolds numbers, and in the presence of large-scale tur
bulent structures and deeply penetrating intermittency - seen 
by flow visualization. Wall plumes are thick; therefore, this 
performance could be obtained without the added empiricism 
of wall damping functions. The mixing-length model of 
Cebeci and Khattab [6] yielded only slightly poorer predic
tions, even though it was used in a Reynolds number range 
generally well below the region where it was developed. 
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Correlations for Laminar IVlixecl 
Convection Flows on Vertical, 
Inclined, and Horizontal Flat 
Plates 
Local Nusselt numbers for laminar mixed convection flows along isothermal ver
tical, inclined, and horizontal flat plates are presented for the entire mixed convec
tion regime for a wide range ofPrandtl numbers, 0.1 < Pr < 100. Simple correla
tion equations for the local and average mixed convection Nusselt numbers are 
developed, which are found to agree well with the numerically predicted values and 
available experimental data for both buoyancy assisting and opposing flow condi
tions. The threshold values of significant buoyancy effects on forced convection and 
forced flow effects on free convection, as well as the maximum increase in the local 
mixed convection Nusselt number from the respective pure convection limits, are 
also presented for all flow configurations. It is found that the buoyancy or forced 
flow effect can increase the surface heat transfer rate from pure forced or pure free 
convection by about 20 percent. 

Introduction 

Mixed convection arises in many transport processes in 
engineering devices (such as heat exchangers, solar collectors, 
nuclear reactors, hot-wire anemometers, heat storage and re
jection systems, and electronic equipment) and in nature (such 
as atmospheric boundary layer flows) in which the effect of 
buoyancy force on a forced flow or the effect of forced flow 
on a buoyant flow becomes significant. Mixed convection in 
laminar boundary layer flow along vertical, inclined, and 
horizontal flat plates has been extensively analyzed and some 
experimental studies on these flow geometries have been 
reported. A relatively comprehensive summary of mixed con
vection laminar boundary layer flows has been given recently 
in [1]. 

In past studies, heat transfer results have been presented 
either for the forced flow situations with relatively weak to 
moderately strong buoyancy forces or for the buoyant flow 
situations with a weak forced flow (see, for example, [2-15]). 
Recently, Raju et al. [16] presented an analysis for the entire 
mixed convection regime for isothermal vertical and horizon
tal flat plates, but their results were limited to Prandtl 
numbers between 0.1 and 10. To summarize the analytical 
studies in connection with a flat plate, it is noted that relatively 
comprehensive local Nusselt number results have been 
presented for certain ranges of buoyancy parameters and 
Prandtl numbers. They include vertical flat plates covering 0 
< Gr /Re* < 4 for 0.003 < Pr < 100 [4], - 0 . 2 < Grx/ReJ 
< 16 for Pr = 0.7 [17], and 0 < Re£/(GrJ + ReJ) < 1 for 0.1 
< Pr < 10 [16], inclined flat plates covering -0 .25 < Gr̂ . cos 
y/Re2

x < 5 for Pr = 0.7 and 7 [7] and -1.0 < Grx/Rel < 2 
for Pr = 0.7 and 7 [8], and horizontal flat plates covering 0 < 
G^/Re^ 2 < 10 for 0.01 < Pr < 100 [15] and 0 < ReJ/(GrJ 
+ ReJ) < 1 for 0.1 < Pr < 10 [16]. Experimental results for 
the local Nusselt number have also been reported for air flow 
along an isothermal vertical plate [17], inclined plate [18], and 
horizontal plate [19], as well as for water flow over an isother
mal horizontal plate [20]. 

In the present paper, comprehensive results are presented 
for the entire mixed convection regime, ranging from pure 
forced convection to pure free convection, for a wide range of 
Prandtl numbers. They cover isothermal vertical, inclined, 

and horizontal flat plates. The major aims of the paper are to 
present new local Nusselt number results to cover the entire 
mixed convection regime for 0.1 < Pr < 100, to establish the 
upper and lower bounds of the mixed convection regime, and 
to present simple comprehensive correlation equations for 
determining the local and average Nusselt numbers in mixed 
convection for these flow configurations. 

Analysis and Correlations 

The formulation and treatment of laminar mixed convec
tion flow adjacent to isothermal, semi-infinite flat plates have 
been presented for vertical, inclined, and horizontal 
geometries [1]. It will suffice to summarize in the Appendix 
the final expressions for the local and average Nusselt 
numbers. New numerical results have been generated for these 
geometries to cover the entire mixed convection regime for the 
buoyancy assisting flow case and the forced convection 
dominated regime for the buoyancy opposing flow case. In ad
dition, these results are used to validate the accuracy of pro
posed simple correlations for the local and average mixed con
vection Nusselt numbers. 

It has been proposed by Churchill [21] that the local Nusselt 
number in mixed convection laminar boundary layer flows for 
a given geometry Nu .̂ can be correlated well by combining the 
local Nusselt number for pure forced convection NuF and the 
local Nusselt number for pure free convection Nuw for the 
same geometry in an equation of the form 

NuJ = NuJi±Nu^ (1) 

In the above equation, 77 is a constant exponent and the plus 
and minus signs pertain respectively to buoyancy assisting and 
buoyancy opposing flow cases. Equation (1) can be written as 

Y" = 1 ±Xn (2) 

where 
Y= NuVNu, X = N u w / N u . (3) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division August 1, 
1985. 

It is noted here that equations (2) and (3) apply also to the 
average mixed convection Nusselt number correlation if the 
local Nusselt numbers Nux, NuF, and Nuw are replaced, 
respectively, withjhe corresponding average Nusselt numbers 
Nu, NuF, and Nu^. Correlations equivalent to equation (2) 
for vertical, horizontal, and inclined plates are presented 
below. 
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Vertical Flat Plates. The local Nusselt number for pure 
forced convection in laminar boundary layer flow adjacent to 
an isothermal flat plate has been correlated by the expression 
[22] 

NuF=F!(Pr)Rey2 , 

F,(Pr) = 0.399Pr l /3[l + (0.0468/Pr)2/3]-1/4 (4) 

The corresponding correlation equation for pure free convec
tion along an isothermal vertical plate is given by [23] 

Nu„=F2(Pr)Gry4 , 

F2(Pr) = -^ -Pr 1 / 2 [2 .5( l+2Pr 1 / 2 + 2Pr)]~1/4 (5) 

The local Nusselt number for mixed convection flow, ac
cording to equation (2), is then expressible as 

Nu,Re-1 / 2 /F,(Pr) 

= (1 ± [F2(Pr)(Grx/Re2)1/4/F,(Pr)]» ] u" (6) 

Similarly, the average mixed convection Nusselt number for 
this flow geometry can be correlated as 

NuRei1 / 2 /2F,(Pr) 

= (1 ± [2F2(Pr)(GrL/Re2 ^ ^ ( P r ) ] " ) "» (7) 

It is noted here that equations (6) and (7) have the form Y = (1 
± Xn)u". 

Horizontal Flat Plates. The local Nusselt number expression 
for pure forced convection flow adjacent to isothermal 
horizontal plates is given by equation (4). A correlation for the 
local Nusselt number for free convection over an upward-
facing, heated, isothermal flat plate has been developed from 
the results of the present calculations for 0.1 < Pr < 100 and 
is given by the equation 

NuN=JF3(Pr)Gry5, 

F3(Pr) = (Pr/5)1/5Pr l /2[0.25 + 1.6 Pr 1 ' 2 ]^ 1 (8) 

where the function F3(Pr) has a maximum error of 5 percent 
for Pr = 0.1. Thus, the local mixed convection Nusselt 
number correlation for this flow geometry can be written in 
accordance with equation (2) as 

Nomenclature 

C(y) = function of 7, equation (13) 
F1(Pr),F2(Pr),F3(Pr),F4(Pr) = 

g 
Gr, 

GrL 

h, h 

k 
L 
n 

NuF, Nu/y, Nu, 

NuF, Nuw, Nu 

Pr 
Re, 
ReL 

T 

functions of Prandtl number defined, 
respectively, by equations (4), (5), (8), 
and (12) 

= gravitational acceleration, m/s2 

= local Grashof number = gfi(Tw — 
T^/v2 

= Grashof number based on L = gj3(Tw — 
Ta)L

3/u2 

= local and average heat transfer coeffi
cients, W/m2-K 

= thermal conductivity, W/m-K 
= length of plate, m 
= constant exponent, equations (1) and (2) 
= local Nusselt numbers for pure forced, 

pure free, and mixed convection = hx/k 
= average Nusselt numbers for pure forced, 

pure free, and mixed convection = hL/k 
= Prandtl number = via 
= local Reynolds number = uxx/v 
= Reynolds number based on L = u„L/v 
= fluid temperature, K 

NuxRe-1 / 2 /F,(Pr) 

= [ 1 ± [F3(Pr)(Gr;c/Re5/2)I/V/;'1(Pr)]" ) Wn (9) 

The corresponding expression for the average Nusselt number 
is 

N u R e f ' ^ / ^ P r ) 

= {1 ± [5F3(Pr)(GrL/Rei /2)1/5/6F,(Pr)]" j w" (10) 

Again, equations (9) and (10) have the form Y = (1 ± X")v". 

Inclined Flat Plates. In the work of Mucoglu and Chen [7], 
it has been established that the local Nusselt number for in
clined plates may be obtained directly from that of the vertical 
plates by simply replacing Gr, with Gr, cos 7 in the equations 
provided that tan 7 <<C b/x, where 5 is the boundary layer 
thickness, 7 is the angle measured from the vertical, and x is 
the streamwise coordinate. Such a simple approximation has 
been shown to hold for inclination angles 7 as large as 45 to 80 
deg from the vertical in the Reynolds number range of 103 < 
Re, < 105. Thus, equations (6) and (7) for the vertical plates 
may be employed for the inclined plates in the range of 0 deg 
< 7 < 75 deg if the Gr , and Gr£ appearing in these equations 
are replaced, respectively, with Gr, cos 7 and GrL cos 7. 

For larger inclination angles 75 deg < 7 < 90 deg, different 
correlation equations are recommended. The local Nusselt 
number for pure free convection along an isothermal, inclined 
flat plate with inclination angle of 75 deg < 7 < 90 deg, has 
been correlated by Chen et al. [24] as 

Nu / v=F4(Pr)Gry5 + c(T), 103 < G r , P r < 109 (11) 

where 

F4(Pr) = Pr1/2[0.25+1.6 pr
1/2]-1(Pr/5)1/5+c(->'» (12) 

and 

C(7)=0.070(cos7)1 / 2 (13) 

The use of equations (4) and (11) in equation (2) provides the 
correlation equation for the local mixed convection Nusselt 
number in the inclination angle range of 75 deg < 7 < 90 deg 
as 

NuxRe-i/2/Fl(Pr) 

= [ 1 ± [F4(Pr)(Gr;c/ReJ/2)1/5Grf(T' /Fx (Pr)l" )1/n (14) 

u, v = streamwise and normal velocity com
ponents, m/s 

x, y = streamwise and normal coordinates, m 
X = ratio of Nusselt numbers = NuN /NuF 

Y = ratio of Nusselt numbers = Nu^/Nup 
a = thermal diffusivity, m2/s 
iS = volumetric coefficient of thermal expan

sion, K_ 1 

7 = angle of inclination from the vertical, deg 
b = boundary layer thickness 
•t] = dimensionless pseudo-similarity variable, 

equation (A2) 
6 = dimensionless temperature = {T — 

7'co)/(7 ,
lv - T„) 

v = kinematic viscosity, m2 /s 
% = dimensionless streamwise coordinate and 

buoyancy parameter, equation (A2) 
0 = buoyancy parameter = Gr,/ReJ /2 

Subscripts 
w = condition at wall 
00 = condition at free stream 
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Fig. 1 Local Nusselt number results for flow along an isothermal ver
tical flat plate 

Horizontal Surface (UWT) 

Pure forced convection 
Pure free convection 

Opposing flow 

10 10 10 10 10 10 

Crx /Re5^ 

Fig. 2 Local Nusselt number results for flow over an isothermal 
horizontal flat plate 

The corresponding correlation equation for the average 
Nusselt number is given by 

N u R e f ' ^ / ^ C P r ) 

-H F4(PT)(GTL/Res/2)i/5GT^-') 

]"} I I (15) 
6[l/5 + C(y)]Fl(Pr) 

As before, equations (14) and (15) are expressed in the form Y 
= (1 ± X")[/". 

Results and Discussion 

The numerical results to be presented are for Pr = 0.1, 0.7, 
7, and 100. They cover the entire mixed convection regime for 
the buoyancy assisting situation and forced convection 
dominated regime for the buoyancy opposing situation. 

Figure 1 illustrates the local mixed convection Nusselt 
number Nu^Re ~1/2 as a function of the buoyancy parameter 
Grx/ReJ for the vertical flat plate for Pr = 0.1, 0.7, 7, and 
100, A similar plot for the horizontal flat plate is shown in Fig. 
2 in terms of the buoyancy parameter GrA./Re|/2. In both 

Table 1 Lower/upper bounds of significant buoyancy/forced-flow ef
fects and maximum percentage increase in the local Nusselt number for 
assisting flow 

Prandtl 
number 

Vertical/Inclined plates Horizontal Plates 

a t C- /Da 5'2 . 

max. increase max. increase 
in Nuu, % 

0.1 

0.7 

7 

100 

0.06 

0.07 

0.10 

0.20 

7.0 

7.5 

8.5 

12.0 

0.04 2.8 

0.05 9.5 

0.16 20 

0.75 80 

Ql 
cc 

X 

>-

6 

5 

4 

3 

2 

1 

Pr 

o 0. 1 
A 0.7 
o 7 
O 100 

y 

-**£-,:,-,•, 

y r ' \ - v3 ~ i . x3 

A s s i s t i n g flow 

Opposing Flaw 

Fig. 3 A comparison between predicted and correlated local Nusselt 
numbers for isothermal vertical plates 

figures, results are shown for buoyancy assisting and opposing 
flow conditions. It is seen from the figures that when the 
buoyancy force assists the forced flow (the curves with solid 
lines), the local Nusselt number for mixed convection is always 
larger than those for pure forced convection and pure free 
convection, with the latter two curves forming asymptotes to 
the local mixed convection Nusselt number curve. On the 
other hand, when the buoyancy force opposes the forced flow 
(curves with dotted lines), the local Nusselt number for mixed 
convection is always smaller than that for pure forced convec
tion. The curves for the latter case drop rather quickly and ter
minate at relatively small values of the buoyancy parameters 
when the opposing buoyancy forces become strong enough to 
cause flow separation inside the boundary layer. Flow separa
tion occurs when the velocity gradient at the wall becomes 
zero. It should be noted that Fig. 1 can also be applied to in
clined plates in the angle range 0 deg < y < 75 deg with good 
accuracy if the abscissa in the figure is replaced with Grx cos 
7/ReJ. 

It is of practical interest to know the threshold values of 
significant buoyancy effects on forced convection and forced 
flow effects on free convection, as well as the maximum in
crease in the local Nusselt number in mixed convection from 
those of pure convection limits. The threshold values of the 
lower and upper bounds, a < Gr^/Re™ < b, based on a 5 per
cent departure from the pure forced convection and pure free 
convection local Nusselt numbers, respectively, for all cases 
are listed in Table 1. Included also in the table are the max
imum percentage departure of the local mixed convection 
Nusselt number from those of pure forced and pure free con
vection. It can be seen from the table and also from Figs. 1 
and 2 that as the Prandtl number increases the value of 
Gr^/ReJ' for the significant buoyancy effect or forced-flow ef
fect increases accordingly. 

The correlation equation for the local mixed convection 
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Fig. 4 A comparison between predicted and correlated local Nusselt 
numbers for isothermal horizontal plates 
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Fig. 6 A comparison between experimental and correlated local 
Nusselt numbers for isothermal vertical and inclined plates 
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Fig. 5 A comparison between predicted and correlated local Nusselt 
numbers for isothermal inclined plates 

Nusselt number for isothermal vertical flat plates (7 = 0 deg), 
equation (6), is shown as Y3 = 1 ± X3 in a Y versus y*fplot 
and compared with the calculated results for Pr = 0.1, 0.7, 7, 
and 100 in Fig. 3. It is clear that an exponent value of n = 3 
correlates very well with the analytically predicted results from 
equations (Al) and (A9) with y = 0 deg. A similar good agree
ment between the proposed correlation equation (9) and the 
numerically calculated results from equations (A6) and (A 13) 
for the horizontal plate (7 = 90 deg) is illustrated in Fig. 4, 
again with an exponent value of n = 3. The maximum devia
tion between the correlated and predicted local mixed convec
tion Nusselt numbers shown in Figs. 3 and 4 is less than 5 per
cent for assisting flow and about 10 percent for the opposing 
flow. A larger deviation associated with a wider scattering of 
points for the opposing flow in these figures shows some 
limitations to the correlation equation Y3 = 1 - X1. It is 
noted here that Fig. 3 can also be used for inclined plates (0 
deg < 7 < 90 deg) in mixed convection boundary layer flow 
by simply replacing Gr,. in the X variable in the abscissa with 
Gxx cos 7. This is verified by examples with Pr = 0.7 and 100 
in Fig. 5. 

Finally, a comparison between the proposed correlation 
equations and available experimental data [17, 18] for the 
local mixed convection Nusselt number in air flow (Pr = 0.7) 
is made in Fig. 6 for angles of inclination 7 of 0 and 45 deg for 
both buoyancy assisting and opposing cases. It is seen that the 
agreement between the correlation and the experimental 
results is very good (within 10 percent). It should be noted here 
that ^(Pr) , 5(Pr), and £m in the (X, Y) coordinates in Fig. 6 
stand, respectively, for F^Pr) , F2(Pr), and (Grx/ReJ)1/4 for a 
vertical plate (7 = 0 deg) and for F,(Pr), F2(Pr), and (Grx cos 
7/Re^)1/4 for an inclined plate. They could also stand for 

F,(Pr), F4(Pr), and (Gr^/Re' /2)1/5 Grf <T> for an inclined plate 
and for F,(Pr), F3(Pr), and (Grx/Re5

x
/2y/5 for a horizontal 

plate (7 = 90 deg). Thus, results for all angles of inclination (0 
deg < 7 < 90 deg) can be correlated in a single plot in terms 
of /l(Pr), B(Pr), and £'" as in Fig. 6. 

The average Nusselt numbers for vertical, inclined, and 
horizontal plates were also calculated from equations (A4), 
(A7), (A 12), and (A 16). They were then correlated with equa
tions (7), (10), and (15), and a good agreement between the 
correlated and the calculated results was found to exist, as was 
in the case of local Nusselt number. Thus, separate figures for 
the average Nusselt number correlations need not be 
presented. Instead, Figs. 3-6 may be used for the appropriate 
geometries provided the Y and X coordinates in these figures 
are represented by those given in equations (7), (10), and (15) 
for the corresponding geometries. 

It should be pointed out that in the domain of X > 1 for the 
opposing flow, natural convection would be the dominant 
mode of transport when X S> 1. However, owing to the in
teraction between a strong buoyant flow and an opposing free 
stream, such flow along a (semi-infinite) flat plate can no 
longer be of the boundary layer type. Thus, for the opposing 
flow, calculations were terminated at X < 1, just before the 
flow separation, and no calculations for X > 1 were per
formed. Furthermore, no experimental work in the domain of 
X > 1 has been reported for the opposing flow. Finally, it 
must be pointed out that the correlation equations for the 
mixed convection Nusselt number, equations (6), (7), (9), (10), 
(14), and (15), are for laminar boundary layer flow. In 
developing these correlation equations, instability, transition, 
or turbulence of the flow that could occur at high Reynolds or 
Grashof numbers or at high inclination angles was not taken 
into account. Thus, care must be exercised when employing 
these equations in the heat transfer calculation outside the 
laminar mixed-convection boundary layer flow regime. Such a 
regime must be established by experiments which are currently 
lacking. From Fig. 6, it may be suggested that the correlation 
equations perhaps should be restricted in their applications to 
X < 3 for 7 = 0 deg (vertical plates), to X < 2 for 7 = 45 
deg, and to X < 1 for 7 = 90 deg (horizontal plates), pending 
further experimental verification. 

Conclusion 

In this paper, the local Nusselt numbers for mixed convec
tion flows on vertical, inclined, and horizontal flat plates are 
presented for the entire mixed convection regime over a wide 
range of Prandtl numbers. Simple correlation equations pro
vide local and average mixed convection Nusselt numbers that 
agree very well with the analytically predicted values for both 
buoyancy assisting and opposing flow conditions. Good 
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agreement was found to exist between the correlation and 
available experimental data for isothermal vertical and in
clined plates. The surface heat transfer rate should be 
calculated from mixed convection correlations when the 
buoyancy or forced flow effect exceeds a certain threshold 
value from pure forced or pure free convection. 
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A P P E N D I X 

Expressions for predicting the local and average mixed con
vection Nusselt numbers for vertical, inclined, and horizontal 
plates in laminar boundary layer flow are presented in this Ap
pendix. In this presentation the systems of equations (conser
vations of mass, momentum, and energy) which have been 
numerically solved for finding the quantities 8' (£, 0), 0'(fi, 
0), 0i'(f i, 0), and 0^(£2, 0) are described in [1]. 

Forced Convection Dominated Case. The local mixed con
vection Nusselt number for this condition is given by [1, 7] 

Nu^Re-172 = -<? ' (£ , 0) (Al) 

where Rex = uxx/v is the local Reynolds number, 0' (£, -q) — 
dd/d-n, and Nu, = hx/k, with h = -k(dT/dy)y=0/(T„ -
Ta). The dimensionless coordinates (£, ??) and the dimen-
sionless temperature 0(£, r/) are defined, respectively, by 

£ = Gr^ cos 7/Re2., r, = (y/x) Re}/2 (A2) 

ea,v)=[T(x,y)-Ta]/(Ttf-Ta) (A3) 

in which Grx = gP(Tw - Ta)x
3/u2 is the local Grashof 

number and y is the angle of inclination from the vertical. It 
should be noted here that 6' (£, 0) depends on the Prandtl 
number Pr = via. and £ is the buoyancy parameter. The ex
pression for the average mixed convection Nusselt number, 
Nu = TiL/k, can be derived to yield 

NuRei-"
2 = £L-1/2Jo

{i r 1 / 2 [ - 0 ' ( £ , 0)M (A4) 

in which ReL and £L are, respectively, Rex and £ based on the 
length of the plate L in the flow direction. The average heat 
transfer coefficient h is evaluated from 

1 fL 

h = hdx (A5) 
L Jo 

The above expressions are valid for vertical (7 = 0 deg) and 
inclined plates. 

For horizontal flat plates (7 = 90 deg), the buoyancy 
parameter has a different form and the expressions for the 
local and average mixed convection Nusselt numbers assume 
the respective expressions 

N U ; c Re~ 1 / 2 =-0 ' ( f l ,O) (A6) 

N u R e f ' ^ l f i i ' [ L [ - 0 ' ( Q , 0)]dQ (A7) 

where 0' (Q, ?j) = dd/dr/, the buoyancy parameter Q is defined 
as 

fi = GTX/Re5
x
/2 (A8) 

and fiL is fl based on L. 

Free Convection Dominated Case. For this condition, the 
expression for the local mixed convection Nusselt number is 
given by [1] 

Nu^Gr, cos 7/4) - 1 / 4 = - 0,'(£,, 0) (A9) 

in which 6{(^u ??,) = 3^/drj , , and 

£, = — - Re.v/(Gr^ cos 7)1 /2 , ij, = {y/x)(Grx cos 7 /4 ) 1 / 4 

(A10) 
el(ZuVl) = lT(x,y)-Ta]/(Tle-Tco)^ (All) 

The average mixed convection Nusselt number Nu then has 
the expression 
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Nu(G r i c o s 7 / 4 ) - " 4 = - 2 ^ f J o
? 1 L $ r S / 2 [ -» i ' t t i , 0)]rf€, 

(A12) 

where GrL and £1L are, respectively, Gr .̂ and £t based on the 
length L. 

Equations (A9)-(A12) are good for vertical (7 = 0 deg) and 
inclined plates. They are not valid for horizontal plates (7 = 
90 deg), however, because £, and £1L become singular when 7 
= 90 deg. Thus, for a horizontal plate one employs a different 
expression for the local mixed convection Nusselt number 
given by [1] 

Nux(Grx /5)-1 / s = -02 '(£2, 0) (A13) 

with 02'(£2> Vi) = 902/dih, 

hii2^i) = \T{x,y)-Ta,y{Ty,-Ta,) (A14) 

and 

f 2=-i-Re j r / (Gr J C /5) 2 ' s , V2 = (y/x)(Grx/5)^ (A15) 

The corresponding average mixed convection Nusselt number 
expression can be derived as 

Nu(GrL /5)-1 / 5 = -lt1L \ 2L &4[-6l(!i2, 0 ) M 2 (A16) 
Jo 

where £2L is £2 based on L. 
It is noted that in obtaining the local Nusselt number results 

for the entire mixed convection regime as shown in Figs. 1 and 
2, all calculations were performed from the forced convection 
dominated end for values of the buoyancy parameter Gr^/ReJ 
or Grx/ReJ /2 from 0 to 10 or larger for the buoyancy assisting 
flow case. For values larger than 10, calculations were done 
from the free convection dominated end. A good agreement 
was found to exist between results from the two sets of 
calculations for a common value of the buoyancy parameter. 
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Numerical Prediction of Turbulent 
Flow and Heat Transfer Within 
Ducts of Cross-Shaped Cross 
Section 
Calculations were carried out for fully developed turbulent flows within ducts of 
cross-shaped cross section using the numerical method based on the pressure correc
tion method developed by Patankar and Spalding. The Reynolds stress driven sec
ondary flows were simulated successfully by Launder and Ying's algebraic stress 
model coupled to the k-e turbulence model. A parametric study was made on the 
friction and heat transfer characteristics in terms of the parameter a associated with 
the decrease in the cross-sectional area, namely, a = Ofor a square duct, and a — 1 
for infinite parallel plates. Through performance evaluations, it has been found that 
both the Reynolds analogy factor and the heat transfer coefficient under equal 
pumping power decrease slightly, while the heat transfer coefficient obtained with 
equal mass flow rate increases appreciably with a, suggesting effective turbulent 
heat transfer within ducts of cross-shaped cross section. 

Introduction 

Since secondary flow of the second kind (i.e., Reynolds 
stress driven secondary flow [1]) arises in a turbulent flow in a 
straight noncircular duct, this flow is of a three-dimensional 
nature, even when it is fully developed. Nikuradse [2] reported 
mean velocity fields obtained in various noncircular ducts 
such as square, triangular, and trapezoidal ducts. Although 
the magnitude of the secondary flow scarcely amounts to a 
few percent of the bulk velocity, its presence displaces the lines 
of constant axial velocity (i.e., isovels) considerably toward 
the corner regions, yielding a high velocity gradient field there. 
Thus, the effect of the secondary flow on momentum and heat 
transfer must be taken into consideration for the study of heat 
and fluid flows in noncircular ducts. 

Since the gradients in the cross-planar Reynolds stresses are 
fully responsible for the secondary motions of this kind [3], 
the so-called "isotropic viscosity formulation" (which is a 
direct extension of the laminar deformation law) cannot 
predict the turbulent cross flows in noncircular ducts. Launder 
and Ying [4] reduced algebraic stress equations from the 
Reynolds stress transport equation, and subsequently 
employed them with the turbulent kinetic energy transport 
equation for the prediction of a fully developed turbulent flow 
in a square duct. This innovative work on the secondary flow 
prediction was followed by many workers (e.g., [5-7]), and 
even extended to a three-dimensional developing turbulent 
flow in a square duct [8, 9]. Comprehensive reviews on 
theoretical and experimental works on straight noncircular 
ducts may be found elsewhere [6, 10]. 

The present study is concerned with the numerical predic
tion of fully developed turbulent flows in ducts of cross-
shaped cross section as depicted in Fig. 1. The perimeters of 
these ducts (i.e., heat transfer areas) are the same as that of the 
corresponding square duct, namely 4DA0, while the flow cross 
sections are less than that of the square duct. These ducts are 
considered here as possible candidates for compact heat ex
changer configurations. A series of turbulent flow calculations 
has been carried out using the aforementioned Launder and 
Ying's algebraic stress model along with the k-e turbulence 
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model to investigate the secondary flow motions, as well as 
their effects on the friction and heat transfer characteristics. A 
parametric study was carried out to assess the performance of 
heat exchange surfaces, upon changing the geometric 
parameter a associated with the decrease in the flow cross sec
tion (namely, a = 0 for a square duct, and a —• 1 for infinite 
parallel plates; see Fig. 1). Detailed performance evaluations 
are presented in terms of the mass flow rate under equal 
pumping power, the Reynolds analogy factor, the heat 
transfer coefficient under equal pumping power, and that 
under equal mass flow rate. 

Governing Equations 

Upon choosing the x coordinate in the axial direction for 
fully developed flows, the general conservation equation may 
be given in Cartesian coordinates (x, y, z) as 

4-(v<t>-T -^-)+ — (wcl>-T-^-)= So (1) 
dy\ dv / dz V dz / 

( l - or ) D. 'no 
(XDh0/2 

I Z* 

D, hO 
Fig. 1 Physical model and coordinates 
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Fig. 2(d) 

Fig. 2 Mean velocity field: (a) a = 0, (b) a = 0.192, (c) a = 0.346, (d) a = 
0.5 

where «, y, and w are the mean velocity components in the x, 
y, and z directions, respectively. The general dependent 
variable </> stands for any one of the dependent variables in 
consideration, while T and So represent the corresponding dif
fusion coefficient and source term. Each governing equation 
may be presented by setting <j>, Y, and so in equation (1) as 
follows: 

For the continuity equation: 

<t>=\, r = 0, So = 0 

For the v cross-flow momentum equation: 

<j> = V,T: --v, So= (—— 
p \ by 

dp dry 3TV 

dy by dz 

For the w cross-flow momentum equation: 

) 

1 / dp 3T„ drv:r\ 

(2) 

(3) 

(4) 

For the u axial-flow momentum equation: 

1 dp 
4> = u, T = v+vt, So = 

For the energy equation: 

dx 

$ = T, T = c/Pr + v,/aT, So = - u 
dT 

~~dx~ 

(5) 

(6) 

(7) 

For the turbulent kinetic energy equation: 

(j> = k, T = v + u,/ak, So = P - e 

For the turbulent kinetic energy dissipation rate equation: 

<f> = €, T = v + vt/ae, So = (c[P-c2e)e/k (8) 

where p, T, p, v, and Pr denote the mean pressure, 
temperature, density, kinematic viscosity, and Prandtl 
number, respectively, while the turbulent kinetic energy, its 
production rate, and its dissipation rate are given by k, P, and 

Cf = friction coefficient 
Cp = specific heat 
Dh = hydraulic diameter 

h = heat transfer coefficient 
m = mass flow rate 

Nu = Nusselt number 
p = pressure 

PP = pumping power 

Pr = Prandtl number 
q = heat flux 

Re = Reynolds number 
St = Stanton number 
T = temperature 

u, v, w = velocity components 
x, y, z = Cartesian coordinates 

a = geometric parameter 

V = 

r = 

Subscripts 
av = 

B = 
0 = 

kinematic viscosity 
shear stress 

value averaged over duct 
periphery 
bulk 
square duct 
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e. The turbulent Prandtl numbers o^ and the coefficients c, 
and c2 are all constants to be determined empirically. The tur
bulent kinematic viscosity v, is related to k and e through the 
near-wall constant cD as 

v,=cDk2/e (9) 

It should be noted that the terms associated with the cross-
planar stresses ryy, TZZ, and ryz (which do not follow the 
isotropic viscosity formulation described by the foregoing 
equation) are absorbed into the source terms in the cross-flow 
momentum equations (3) and (4). Furthermore, usual bound
ary layer consideration suggests that the production rate of 
kinetic energy may be approximated by 

du du \ 
- { < • 

dy 
• + Tr 

dz 
(10) 

Algebraic Stress Model 

The effective viscosity formulation cannot predict the 
secondary flow induced by the turbulent stress field since the 
stress and strain fields under such a formulation are coaligned. 
The algebraic stress model originally developed by Launder 
and Ying [4] was later evolved into explicit expressions for all 
six Reynolds stress components by Gessner and Emery [11]. 
This explicit set is given as follows: 

Txy/p = V, 

Tzx/P = vf 

ckok 

du 

~dy~ 

du 

~dz~ 

, & ( du \ 2 

k3 ( dU \ 2 

c'kk 

c'kk 

Tyz/p = c'cD • 
k3 / du (-£)(-£) 

(lift) 

( l ie) 

(lid) 

(l ie) 

(11/) 

where c'k, c^, and c' are empirical constants. It is most in
teresting to observe that the cross-planar stress components 
Tyy, TZZ, and Tyz responsible for the secondary flow generation 
are not related to the mean strain rates in the cross-sectional 
plane, but to the mean strain rates normal to it, namely, du/dy 
and du/dz. Recently, Demuren and Rodi [12] proposed a more 
refined algebraic stress model which retains the secondary 
flow velocity gradient terms. The influence of these terms on 
the cross-planar stresses were reported rather significant. The 
friction and heat transfer characteristics of our primary in
terest, however, would not be affected by including these 
terms. Throughout the present study, a single set of empirical 
constants was used. These values are 

cD = 0.09, ĉ o = 0.915, c'k = 0.552, c' =0.0185, c, = 1.44, c2 

= 1.92, ^ = 0.9, ae = 1.3, aT = 0.9 

The Prandtl number Pr was set to Pr = 0.7, where air was 
assumed to be the working fluid. 

Method of Calculation 

Although the velocity field considered here is three dimen
sional, an economical two-dimensional numerical scheme may 
still be used for the fully developed flows of present concern. 
It is well known that the cross-sectional pressure gradients in a 
straight noncircular duct are extremely small, so that the 
pressure is virtually constant over the cross section at a given 
axial station [13]. The fact has been substantiated through a 
fully elliptic three-dimensional calculation [9]. Thus, upon in

tegrating the axial momentum equation (5) over the cross sec
tion, one obtains 

1_ dp 

p dx 
= 4-

DhP 

c'pkg, 

Dh 
(12) 

where rav is the mean wall shear which is related to the kinetic 
energy averaged over the duct periphery kav through the local 
equilibrium relationship. Dh is the hydraulic diameter of the 
duct which may be evaluated using the geometric parameter a 

Dh={\-c?)Dh (13) 

Similarly, the energy equation (6) is integrated over the cross 
section to yield the following equation 

dT 

~~dx~ 
-= —u -

4uqa dTR 

dx pCpuBDh 

(14) 

where uB is the bulk velocity; TB, the bulk temperature; Cp, 
the specific heat; and qav, the wall heat flux averaged over the 
duct periphery. If a constant axial heat transfer rate with con
stant peripheral temperature is assumed, qm is constant, and 
the wall temperature Tw is a function of x alone. The source 
terms in equations (5) and (6) may now be evaluated from 
equations (12) and (14). Thus, one needs only two-
dimensional storage in computations since the x coordinate is 
completely eliminated from the governing equations. These 
seven partial differential equations (2) through (8) must be 
solved simultaneously for the specified boundary conditions. 

Discretization is carried out by integrating the general con
servation equation (1) over a grid volume. Following the pro
cedure similar to Patankar and Spalding [14], the continuity 
equation is reformulated as the so-called" pressure correction 
equation," which is equivalent to the Poisson equation for the 
pressure field. 

Calculation starts with solving the cross-flow momentum 
equations (3) and (4), and subsequently this estimated cross-
flow velocity field is corrected by solving the aforementioned 
pressure correction equation so that the velocity field fulfills 
the continuity principle. With the axial pressure and 
temperature gradients estimated from equations (12) and (14), 
the axial momentum equation (5) and the energy equation (6) 
are solved next. Finally, the turbulence quantities k and e are 
solved. This iteration sequence is repeated until convergence is 
achieved. Convergence is measured in terms of the maximum 
change in each variable during an iteration. The maximum 
change allowed for the convergence check is set to 10~6, when 
the reference length, velocity, and temperature were taken as 
Dh, uB, and qav/p Cp uB, respectively. For actual calcula
tions, usual wall functions based on the constant stress layer 
assumption were applied to the grid nodes next to the wall in 
order to match the interior flow with the required wall condi
tions. The procedure for calculating k and e must be consistent 
with the constant stress layer assumption. Thus, the turbulent 
kinetic energy diffusion through the wall surface is set to zero 
when evaluating k near the wall, while its rate of dissipation is 
specified using the local equilibrium relation. In this near wall 
treatment, the first grid nodes must be located in a fully tur
bulent region. (In the present study, the y+ values at these 
nodes are around 100.) 

Preliminary calculations on both laminar and turbulent 
flows were carried out using the grid systems (11 x 11) and (15 
x 15) for a quadrant of a duct cross section. No significant 
grid number effects were observed on either calculation result, 
except that the secondary flow velocity magnitude for the case 
of turbulent flow was slightly amplified for the finer grid 
system. Thus, all turbulent calculations were carried out using 
the finer grid system (15 x 15) to ensure sufficient accuracy of 
calculated results. 
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Fig. 3(b) 

Fig. 3 Mean temperature and turbulent kinetic energy fields: (a)« = 0; 
(b) a = 0.5; secondary flow present; —• secondary flow suppressed 

Mean Velocity Field 

A series of calculations was performed with the geometric 
parameter a and the Reynolds number Re = uBDh/v as the 
parameters. Predicted mean velocity fields are presented in 
Figs. 2(a-d). In the figures, the isovels are shown above the 
diagonal of a duct while the secondary flow velocity vectors 
are plotted below it. Calculations were repeated also by sup
pressing the secondary flow motions (i.e., setting c' = 0 ) . The 
isovels thus obtained are also presented by dashed lines to con
trast the effects of the secondary motions. The square duct 
results (i.e., a = 0) are shown in Fig. 2(a) along with the ex
perimental data by Leutheusser [13]. The isovels in the figure 
indicate good agreement between the experiment and the 
present prediction based on the Launder and Ying algebraic 
stress model. The secondary flow motions are induced such 
that the current along the diagonal carries the core fluid of 
high axial momentum to the corner along the diagonal, while 
the current along the wall bisector brings the near-wall fluid of 
low axial momentum towards the core. Consequently, the 
isovels become significantly distorted, as may be appreciated 
through a comparison of the predictions with and without 
secondary flow motions. 

Figure 2(b) shows the velocity field in the duct of cross-
shaped cross section for the case of a = 0.192. It is clearly 
seen that another secondary vortex forms around the 
"convex" corner (on the diagonal). Differences in the solid 
and dashed isovels again suggests significant effects of second
ary flow motions. As the duct cross section decreases further 
(such that a = 0.346; see Fig. 2c), this secondary vortex 
penetrates deep to the core, and its effect on the isovels 
becomes appreciable. Since the secondary flow current also 

1.1 j-

• Leutheusser 

• Secondary flow suppressed 

0 0.1 0.2 0.3 0.1 0.5 
z / D h 

Fig. 4(a) 

1.1 i -

1 , 2 ^Secondary flow suppressed/-

^ ~ ^ X K = 0.5 /f 
1.0 - \ \ / 

\ \ / ' 

Re = 105 X, 

0.6 -

I 1 I I I I 
0 0.1 0,2 0,3 0,1 0,5 

zVDnu 
Fig. 4(b) 

Fig. 4 Wall shear stress distribution: (a) a = 0, (b) a = 0.5 

carries low-momentum fluid toward the core along the 
diagonal, the bulges on the isovels along the diagonal are 
directed toward the core in contrast with the square duct case. 
As seen in Fig. 2(d), plotted for the case of a = 0.5, this 
secondary vortex generated around the convex corner grows 
further and eventually dominates the entire secondary flow 
motions. Obviously, the presence of the convex corner creates 
a region of high strain rate there. However, the aforemen
tioned secondary current somewhat relaxes the field of high 
strain rate by carrying the fluid of low momentum near the 
wall toward the core. On the other hand, the low axial 
momentum region (say the region where u/uB < 0.85) spreads 
deep into a pair of "concave" corners located away from the 
convex corner. Consequently, the friction drag in total 
decreases for the ducts of cross-shaped cross section. This 
point will be discussed later. 

Mean Temperature and Turbulent Kinetic Energy Fields 

Isotherms obtained for a = 0 and 0.5 are plotted in Figs. 
3(a) and 2(b) in terms of the dimensionless temperature 
(T— Tw)/(TB — Tw). As the figures are compared against Fig. 
2, the similarity between the temperature and velocity fields 
becomes appreciable. The isotherms without secondary flow 
motions are also shown by dashed lines in Fig. 3(a), which in
dicates considerable influence of the secondary motions on the 
temperature field. The contour map of the turbulent kinetic 
energy is presented below the diagonal in Fig. 3(b) to show a 
typical kinetic energy distribution in a duct of cross-shaped 
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Fig. 5 Wall heat flux distribution: (a) a = 0, (b) a = 0.5 

cross section. The map pattern is very much similar to that of 
the temperature shown above the diagonal. Relatively high 
turbulent kinetic energy level is maintained around the convex 
corner due to the formation of high mean strain field. 

Wall Shear and Heat Flux Distributions 

In order to illustrate the effects of the secondary flows on 
friction and heat transfer behavior, the distributions of the 
wall shear and wall heat flux are shown in Figs. 4 and 5 with 
available experimental data for a square duct [12, 14]. The 
peripheral wall shear distribution in a square duct is presented 
in Fig. 4(a), where the experiment by Leutheusser [13] and the 
prediction by Launder and Ying [4] using the one-equation 
model are also indicated, along with the present predictions 
with (solid line) and without (dashed line) secondary motions 
(note, z/Dh = 0 for the wall bisector and 0.5 for the corner). 
Agreement of the experiment and the present prediction with 
the secondary flow is fairly good. Comparison of the solid and 
dashed lines suggests the tendency of the secondary flow mo
tion to smooth out variations in the wall shear stress around 
the perimeter of the duct. Figure 4(6) shows the wall shear 
stress distribution over an octant of the cross-shaped cross-
section duct for the case of a = 0.5. Here, the abscissa 
variable is chosen such that the upper wall bisector, concave 
corner, and convex corner correspond to z*/Dh = 0, 0.25, 
and 0.5, respectively (see Fig. 1). The wall shear stress 
decreases drastically around z*/Dh = 0.25 due to the damping 
effect of the concave corner on the turbulent fluctuations. 

The similarity confirmed between the velocity (Fig. 2) and 
temperature (Fig. 3) fields reflects on the wall shear and wall 

10" 

» Calculation 
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Re 

103 I x l O 5 

Fig. 6 Friction coefficient and Stanton number in a square duct 

1.1 

1.0 

0,9 

J _ _L 

0.01 

0.03 

0,02 

0 0,1 0,2 0,3 0,1 0,5 0,6 
K 

Fig. 7 Effects of a on friction and heat transfer 

heat flux distributions over the duct periphery. The wall heat 
flux distributions for the cases of a = 0 and 0.5 are presented 
in Figs. 5(a) and 5(b) in a manner similar to the wall shear 
distribution. The experimental data obtained by Brundrett 
and Borroughs [14] are also shown for the case of a square 
duct. As the figures show, the secondary flow, even though its 
level is small in magnitude, can significantly influence the fric
tion and heat transfer characteristics within noncircular ducts. 

Friction Coefficient and Stanton Number 

The friction coefficient and Stanton number have been 
deduced from the calculated results. An attempt was made to 
correlate the friction coefficients obtained for different Re in 
the form of a power function of Re as in the Blasius friction 
law. However, it was found difficult to cover a wide range of 
Re with a constant exponent. After some trials, the following 
functional form suggested by White [16] was selected for the 
correlation of the calculated friction coefficients (see Fig. 6) 

(C/2)(ln Re)2-5 = const (a) (15) 

For the Stanton number, namely, St = qm/p uB Cp(Tw — 
TB), on the other hand, the power function suggested by Dit-
tus and Boelter [17] as given below was found to be quite ef
fective for the correlation of the calculated results 

St Re0 2 = const (a) (16) 

Upon assuming the functional forms given by equations 
(15) and (16), the proportional constants (i.e., the right-hand 
side terms of equations (15) and (16)) have been determined 
from the numerical results obtained at 104 < Re < 4 x 105, 
using a least-squares technique. In the case of a square duct, 
for example, this procedure yields St Re0-2 = 0.029 (indicated 
by a solid line in Fig. 6) which turns out to be very close to the 
Dittus-Boelter formula, namely, St Re0 2 = 0.0285 (for Pr = 
0.7). The multiplicative constants thus obtained for different 
a are plotted all together in Fig. 7. The figure shows that both 
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Fig. 8 Mass flow rate under equal pumping power 
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Fig. 9 Performance evaluations 

{Cj/2)(ln Re)2-5 and St Re0 2 decrease with increasing a (i.e., 
decreasing the flow cross-sectional area). As discussed in con
nection with the isovels, the tendency observed here is 
associated with the fact that the low axial momentum regions 
appear around a pair of the concave corners for large a. 

Performance Evaluations 

Performance evaluations are most practical and meaningful 
when the comparison is made under equal pumping power. 
For the duct of axial length X, the pumping power PP may be 
given by 

PP=-
dp 

dx 
X=pv\4DmX)(-^-) (17) 

Since the total heat transfer surface (4Dh0X) is constant for 
the duct of cross-shaped cross section of the present concern, 
the mass flow rate m under equal pumping power may be 
evaluated according to 

(Re/Re0)3/(. 1 + 
ln(Re/Re0)\ 2-s 

In Re0 / 

[(C/2)(ln Re)2-5]( 

(Cy/2)(ln Re)2-5 ( 1 - a 2 ) 3 (18) 

where the subscript 0 indicates quantities associated with a 
square duct, namely, a = 0. Since the perimeter is kept con
stant, the ratio of the Reynolds numbers Re/Re0 is identical to 

that of the mass flow rates m/m0. It is noted that the right-
hand side term of equation (18) is a function of a alone, which 
may readily be evaluated by substituting the results 
(C/2)(ln Re)2-5 plotted in Fig. 7. Hence, for given Re0, the 
foregoing equation may be solved for the ratio Re/Re0. The 
results obtained for Re0 = 104 and 105 are presented in Fig. 8 
which shows that the mass flow rate under equal pumping 
power decreases with the cross-sectional area. The difference 
in the two curves is hardly discernible so that the mass flow 
rate ratio Re/Re0 may virtually be considered a function of a 
alone for the Reynolds number range of present interest. 

The performance of heat exchange surfaces made up of dif
ferent passage geometries may be contrasted in terms of the 
Reynolds analogy factor 2St/Cy (equivalent to the area 
goodness factor), the heat transfer coefficient under equal 
pumping power h \pp (equivalent to the volume goodness fac
tor [18]), or the heat transfer coefficient under equal mass 
flow rate h\M [19]. The Reynolds analogy factor 2St/Cj 
evaluated from equations (15) and (16) is presented in Fig. 9 
for Re = 104 and 105. Unlike in laminar flows, the factor in
creases with Re, suggesting effective turbulent heat transfer. 
Since the factor is fairly insensitive to the geometry parameter 
a, no drastic increase due to the change of the duct geometry is 
expected. Upon noting the definition St = h/p Cp uB oc h 
£);i/Re, the ratio of heat transfer coefficients may be express
ed as 

h/hn = 
(St Re0-2) (Re/Re0)08 

(StRe°-2)0 ( 1 - a 2 ) 
(19) 

where ha is the heat transfer coefficient for the corresponding 
square duct. The ratio h/hQ\PP may be evaluated by 
substituting the multiplicative constants (St Re0-2) (plotted in 
Fig.7), and the mass flow rate ratio Re/Re0 (plotted in Fig. 8) 
into the right-hand side term of equation (19). The curves ob
tained for Re0 = 104 and 105 almost overlap onto each other, 
indicating the insensitivity of h/h01PP to the Reynolds 
number. The ratio h/h0\PP decreases only slightly with in
creasing a. Thus no appreciable geometric effect is observed 
on h/h0\Pp either. This is related to the fact that the enhanced 
turbulent mixing and the secondary motions work to smooth 
out the wall shear and heat flux distributions over the duct 
periphery. The phenomenon seems peculiar to turbulent flows 
in noncircular ducts, since the velocity and temperature fields 
in laminar flows are quite sensitive to a particular duct 
geometry. (The laminar flow solution [18] shows that QRe/2 , 
for example, varies from 7.1 for a square duct to 12 for in
finite parallel plates.) 

For some specific applications, performance evaluations 
could be more meaningful when the comparison is made under 
the constraint of equal mass flow rate. The ratio h/h0\a, 
calculated by setting Re/Re0 = 1 in the right-hand side of 
equation (19) is presented in the same figure. The heat transfer 
coefficient increases significantly with increasing a (i.e., 
decreasing the duct cross section), suggesting that effective 
heat transfer is possible within a duct of cross-shaped cross 
section. Thus, this type of duct could be considered a promis
ing candidate for compact heat transfer configurations under 
the constraint of equal mass flow rate. 

Conclusions 

Numerical calculations were carried out for fully developed 
turbulent flows ranging from square to cross-shaped cross sec
tion. The secondary motions induced by the Reynolds stresses 
were simulated using Launder and Ying's algebraic stress 
model with th&k-e turbulence model. The predicted velocity 
and temperature fields reveal significant effects of the second
ary flow and show good agreement with some available square 
duct flow data. 

Performance evaluations were made under the constraints 
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of equal pumping power and equal mass flow rate. It has been 
found that both the Reynolds analogy factor and the heat 
transfer coefficient under equal pumping power are fairly in
sensitive to the geometric parameter a, as a result of the tur
bulent mixing and secondary motions, while the heat transfer 
coefficient obtained under equal mass flow rate increases ap
preciably with a, indicating effective heat transfer within 
ducts of cross-shaped cross section. 
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Two-Fluid and Single-Fluid Natural 
Convection Heat Transfer in an 
Enclosure 
Natural convection experiments were performed for an enclosure of square cross 
section containing either a single fluid or two immiscible fluids in a layered con
figuration. The two vertical walls of the cross section were respectively heated and 
cooled, while the two horizontal walls were adiabatic. The single-fluid experiments, 
performed with distilled water and with n-hexadecane paraffin (Pr = 5 and 39.2, 
respectively), yielded Nusselt numbers whose Rayleigh and Prandtl number 
dependences were perfectly correlated by a single dimensionless group. These single-
fluid results were used as baseline information for the development of methods to 
predict the heat transfer in two-fluid layered systems. To test the utility of the 
predictive methods, experiments were carried out for water-hexadecane systems in 
which the position of the interface separating the liquids was varied parametrically. 
It was found that the experimentally determined, two-layer Nusselt numbers were in 
excellent agreement with the predicted values. The prediction methods are not 
limited to the particular fluids employed here, nor do they require additional ex
perimental data for their application. 

Introduction 

Natural convection in rectangular enclosures has been the 
subject of extensive numerical and experimental investigation. 
With few exceptions, that work has dealt with enclosures con
taining a single fluid, either a liquid or a gas. In the ex
periments to be described here, a two-fluid situation is con
sidered wherein the enclosure is filled with two immiscible 
liquids arranged in layers one atop the other. During the 
course of the research, the height of the interface between the 
layers was varied parametrically in four steps and, in addition, 
baseline experiments were performed with the enclosure filled 
with each of the individual liquids. 

The liquids used in the experiments were distilled water and 
research-grade (99 percent pure) «-hexadecane paraffin, with 
respective Prandtl numbers of 5 and 39.2. The experiments 
were performed with the two vertical bounding surfaces of the 
enclosure maintained isothermal, with one of the surfaces be
ing heated and the other being cooled. Adiabatic conditions 
were imposed at the two horizontal bounding surfaces. The 
cross-sectional aspect ratio (height/width) of the enclosure 
was unity, while the aspect ratios of the individual layers in the 
investigated two-fluid systems were less than unity. 

Aside from the collection of heat transfer data for the two-
fluid systems and the baseline single-fluid systems, the main 
focus of the work was to develop methods for predicting the 
two-fluid heat transfer results from the single-fluid results. 
Two methods were developed, one for predicting the heat 
transfer rate and the other for predicting the Nusselt number. 
These predictive schemes were tested by comparing the results 
obtained therefrom with the experimental data collected for 
the two-fluid systems. 

The strengths of the aforementioned predictive schemes lie 
in their simplicity and in the universal nature of the single-
fluid Nusselt number correlation on which they are based. 
This correlation was developed here from the single-fluid data 
collected for distilled water and n-hexadecane. 

To the best knowledge of the authors, the only prior ex
perimental work on two-fluid natural convection in a rec
tangular enclosure with thermally active vertical walls is that 
of [1], but no Nusselt number data are presented. Numerical 
work on the problem was undertaken in [2], but the governing 
equations were in error [3]. A vertical flat plate partially im-
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mersed in water and with its upper end in air was investigated 
in [3]. Layered systems heated from below were studied in 
[4-6], and the layered problem with internal heat generation in 
one of the layers and heat loss at the horizontal bounding sur
faces was considered in [7]. 

Experiments 

Apparatus. The experimental apparatus was designed to 
provide well-defined and precisely controlled thermal 
boundary conditions and to virtually eliminate extraneous 
heat losses. The description of the apparatus is facilitated by 
reference to Fig. 1, which is a schematic diagram of a typical 
cross section. As seen there, the internal cross section of the 
enclosure is a square of side L, where L = 5.04 cm. In the 
direction perpendicular to the plane of the cross section, the 
length of the enclosure (denoted by W) is 26.065 cm, which is 
5.17 times the side of the square. This relatively large length-
to-side ratio was chosen to minimize end effects. 

The two vertical walls of the enclosure, both thermally ac
tive, were made from 0.950-cm-thick copper plate. As il
lustrated in the diagram, the edges of the plates were beveled 
at 45 deg in order to virtually eliminate thermal contact with 
the other bounding walls, thereby minimizing extraneous heat 
transfer. After the machining operations were completed, the 
surfaces of the plates which bounded the enclosure were hand 
polished using a succession of increasingly fine lapping 
compounds. 

Heating of one of the plates was accomplished by means of 
electrical resistance wire (0.013-cm-dia, Teflon-coated 
chromel) embedded in 28 equally spaced, longitudinal grooves 
milled in its rear face. To enable the attainment of 
temperature uniformity on the heated plate, the wiring was ar
ranged so that there were four independently controlled 
heating circuits. During the experiments, it was found that the 
desired temperature uniformity could be attained by operating 
the lowermost and next-to-lowermost heaters at the same 
setting, with a similar pairing for the uppermost and next-to-
uppermost heaters. Power was provided by a regulated a-c 
supply and controlled by autotransformers. 

The temperature of the heated plate was measured with ten 
precalibrated, 0.013-cm-dia, chromel-constantan ther
mocouples installed in holes drilled into the rear face of the 
plate. The junctions were situated 0.05 cm from the active sur
face, and copper oxide cement was used to fix the ther-
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Fig. 1 Cross-sectional view of the experimental apparatus 

mocouples in position. Eight of the thermocouples were 
deployed in a vertical line at the longitudinal midplane of the 
enclosure, and two thermocouples were installed adjacent to 
the outboard edges of the plate. The thermocouple outputs, 
read to 1 nV, were used to guide the settings of the heating 
circuits. 

The other copper plate was cooled by means of a multichan
nel heat exchanger mounted on its rear face as shown in Fig. 1. 
The heat exchanger was made of brass because of its high ther
mal conductivity and its compatibility with water. Cooling 
water was recirculated through the heat exchanger, entering at 
one end of the enclosure and exiting at the other. The cooling 
water was supplied by a thermostatic bath having exceptional 
temperature stability, resulting in wall temperature constancy 
within 0.03 °C during a data run. Eight thermocouples were in
stalled in the cooled plate, six along a vertical line at the 
longitudinal midplane and two others adjacent to the out
board edges. 

With the aforementioned design features, temperature 
uniformity at both thermally active plates was achieved to 
within one percent of the temperature difference between the 
plates. 

In the experiments, it was desired that the heat flowing be
tween the heated and cooled walls pass through the fluid 
which fills the enclosure and not through the thermally passive 
horizontal walls. To this end, a special design which created a 
thermal barrier was employed for the horizontal walls. The 
fabrication of each horizontal wall was initiated with a 
0.950-cm-thick plexiglass plate. Two parallel longitudinal 
grooves, each 0.700 cm deep and 2.286 cm wide, separated by 
a thin rib, were milled into one surface of the plate. Each 

groove was filled with silica aerogel powder insulation whose 
thermal conductivity is 15 percent less than that of air. The 
thus-filled insulation pockets were sealed by a 0.05-cm-thick 
sheet of fiberglass circuitboard. As shown in Fig. 1, the 
horizontal walls were positioned so that the insulation pockets 
were directly beneath and directly above the enclosure proper. 

The enclosure was completed by end walls made of 
0.950-cm-thick plexiglass. Plexiglass was chosen to provide 
visual access to the enclosure to enable the detection and 
elimination of undesired air bubbles. Sealing of contacting 
surfaces was accomplished with silicone rubber applied in 
minimal amounts to avoid enlarging the conduction path be
tween the surfaces. 

Two standpipes were installed in the upper wall of the 
enclosure, one at either end. The standpipes were used to fill 
the enclosure, with the participating liquid(s), to change the 
height of the interface between the two liquids, and to accom
modate their thermal expansion. The standpipes were fully 
insulated. 

During the experiments, the entire apparatus was situated in 
a cardboard-walled housing filled with silica aerogel insula
tion. The size of the housing was such that the apparatus was 
surrounded by about 30 cm of insulation. 

Experimental Procedure. In terms of the notation of Fig. 1, 
the interface position will be characterized by the Hw/L ratio, 
where Hw is the height of the water in the enclosure (Hh is the 
height of the hexadecane, and H„ + Hh = L). At the 
operating conditions of the experiments, the density of water 
is about 30 percent greater than that of the n-hexadecane. Ex
periments were performed for two-fluid systems for which 
HJL = 0.25, 0.40, 0.50, and 0.75. The single-fluid cases, 
hexadecane alone and water alone, may be characterized by 
Hw/L = 0 and 1, respectively. 

The experiments for the various two-fluid systems were car
ried out in a regular sequence, starting with the uppermost 
position of the interface (Hw/L = 0.75) and proceeding 
toward lower and lower interface positions. The sequence was 
initiated by introducing into the enclosure a carefully weighed 
mass of water which, at the operating temperature of the ex
periments, would correspond to the Hw/L = 0.75 position of 
the interface. Prior to the filling operation, the amount of 
mass required had been calculated from the accurately known 
dimensions (to within 0.001 in. or better) of the enclosure and 
the density of water at the operating temperature. 

The water was introduced into the enclosure through one of 
the standpipes, while the air displaced from the enclosure 
escaped from the other standpipe. Then, the hexadecane was 
introduced in sufficient amount to completely fill the 
enclosure and the lower portion of the standpipes. Any bub
bles present in the enclosure were eliminated by tilting the ap
paratus so that they exited via a standpipe. The enclosure was 
then leveled with the aid of adjustable legs in conjunction with 
a precision bubble level. Any insulation that had been remov-

N o m e n c l a t u r e 

F* = 

h 

k 
L 

Nu 

function of Prandtl number, 
equation (3) 
form of F for two-fluid case, 
equation (6) 
acceleration of gravity 
thickness of hexadecane layer 
thickness of water layer 
single-fluid heat transfer coef
ficient, equation (1) 
thermal conductivity 
side of square enclosure 
single-fluid Nusselt number 
= hL/k 

Nu* = two-fluid Nusselt number, 
equation (4) 

Pr = Prandtl number 
Q = heat transfer rate 

Ra = single-fluid Rayleigh number, 
equation (2) 

RaA = equation (2) evaluated with 
hexadecane properties 

Ralv = equation (2) evaluated with 
water properties 

Ra* = two-fluid Rayleigh number, 
equation (5) 

Tc = temperature of cooled wall 

TH = temperature of heated wall 
T = mean temperature = (TH + 

Tp)/2 
W = dimension of enclosure 

perpendicular to cross section 
i8 = coefficient of thermal 

expansion 
v = kinematic viscosity 

Subscripts 

h = pertaining to hexadecane 
w = pertaining to water 
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ed to facilitate the foregoing setup operations was replaced, 
after which the data run proper was initiated. 

Once the data runs for the H„/L = 0.75 interface position 
had been completed, the interface was lowered to H„/L — 
0.50. This was accomplished by extracting an accurately 
weighed (to within 0.05 g) mass of water with a long-nose sy
ringe and introducing an appropriate amount of hexadecane 
to fill the enclosure and the lower portion of the standpipes. 
This same procedure was used to achieve the Hw/L = 0.40 
and 0.25 interface positions. 

The experiments for the single-fluid cases were carried out 
separately from those for the two-fluid cases. Prior to charg
ing the enclosure with either of the individual liquids, the ap
paratus was disassembled and all walls of the enclosure were 
thoroughly cleaned. Then, after assembly, the enclosure was 
fully filled with either water or hexadecane. 

The procedure followed in the execution of the data runs 
was the same for the single-fluid and two-fluid cases. For all 
runs, the temperatures TH and Tc of the respective heated and 
cooled walls were adjusted so that their mean value T = (TH 

+ Tc)/2 was the same, namely, T= 33.5°C. The use of a fix
ed value of T ensured that the Prandtl numbers of the respec
tive liquids, based on Fas a reference temperature, would be 
constant throughout the experiments, namely, Pr = 5 for 
water and 39.2 for n-hexadecane. 

Each data run was characterized by a prescribed value of 
(TH — Tc). The respective magnitudes of TH and Tc were in
dependently controllable to high precision, so that the 
aforementioned f = constant condition was readily achieved. 
For each interface position Hw/L (including 0 and 1), as many 
as five values of (TH — Tc) were employed spanning the 
overall range from 3 to 20°C. In view of the considerable 
amount of thermal insulation surrounding the test section, an 
equilibration period of about 24 hours was required for the at
tainment of steady state. 

Data Reduction 

The experimental data will be presented both in dimensional 
and dimensionless forms. In the dimensional presentation, the 
rate of heat transfer Q will be plotted as a function of the 
temperature difference (TH — Tc) between the heated and 
cooled walls. Supplementary calculations had demonstrated 
that the heat loss through the insulation was negligible, so that 
Q was taken directly from the electric power input to the 
heated wall. The temperatures TH and Tc were determined by 
respectively averaging the ten thermocouples in the heated 
wall and the eight thermocouples in the cooled wall. As noted 
earlier, the deviations from the respective averages were within 
one percent of (TH — Tc). 

The groups used in the dimensionless presentation were 
evaluated differently for the single-fluid and two-fluid cases. 
The single-fluid Nusselt and Rayleigh numbers were based on 
the conventional definitions. For the Nusselt number, 

h = Q/{LW)(TH-Tc), Nu = hL/k (1) 

in which Wis the dimension of the enclosure perpendicular to 
the cross section (i.e., perpendicular to the plane of Fig. 1). 
For the Rayleigh number, 

Ra=[gp(TH-Tc)Lyv2Wr (2) 

In the correlation of the single-fluid results, the separate 
dependence of the Nusselt number on the Rayleigh and 
Prandtl numbers will be taken into account by utilizing the 
group Ra/F, where F is a function of Prandtl number given by 

F=F(Pv)= [1 +(0.492/Pr)9 / I 6] l s / 9 (3) 

This expression was developed in [8] for correlation of the 
Nusselt number for natural convection boundary layer flow 
on a vertical flat plate. All of the fluid properties appearing in 
equations (l)-(3) were evaluated at f = (TH + Tc)/2. 

4 0 -

2 0 - — A — ° ~ ^ 

A WATER, Pr=5 
o n-HEXADECANE, Pr = 39.2 

|Ql I I 1 1 1 I I I I I I 

10 20 40 60 80 
Ra/F x I0~6 

Fig. 2 Nusselt numbers for the single-fluid case 

For the correlation of the two-fluid heat transfer results, the 
Nusselt number, to be designated as Nu*, will be defined as 

W[(kH)w+(kH)h](TH-Tc) 
where the subscripts w and h respectively refer to water and 
hexadecane. Note that since H„ + Hh = L, equation (4), 
when applied to the single-fluid case, reduces identically to 
equation (1). Indeed, equation (4) was developed by replacing 
the kA product {A = surface area = WL) by W[(kH)w + 
(kH)h]. Furthermore, for the Rayleigh number and the 
Prandtl number factor, now to be denoted by Ra* and F*, 

Ra* = (H„/L)Raw + (Hh/L)Rah (5) 

F*={Hw/L)F„+{Hh/L)Fh (6) 

In equation (5), Ra)v and Ra,, were obtained by respectively 
evaluating equation (2) using water properties and hexadecane 
properties. Similarly, the F„ and Fh were calculated by in
troducing Prw and Pr,, into equation (3). All properties were 
evaluated at (TH + Tc)/2. The definitions conveyed by equa
tions (4)-(6) were selected because they are the simplest two-
fluid correlating parameters which reduce identically to those 
for a single fluid when H„ = 0 or L. 

Results and Discussion 
The presentation of results will begin with the single-fluid 

case. The Nusselt numbers for water and hexadecane have 
been brought together in Fig. 2 and plotted as a function of 
Ra/F, where F is the Prandtl-number-dependent parameter 
defined by equation (3). From the figure, it is seen that the 
data for the two fluids are virtually perfectly correlated by the 
Ra//7 group. Furthermore, the correlated data are 
logarithmically linear and are very well represented by the 
following least-squares fit 

Nu = 0.546(Ra/F)0-2236 (7) 

A straight line depicting equation (7) has been drawn in Fig. 2. 
Among the 11 data points plotted in the figure, the majority 
fall within one percent of the line, and the most deviant point 
is only 1.77 percent from the line. Thus, the factor Fprovides 
a virtually perfect correlation of Prandtl number effects in the 
investigated range, which extends from Pr = 5 to 39.2. 

There has been a considerable amount of published work on 
natural convection in enclosures containing a single fluid. 
Although experiments have been performed for a wide range 
of Prandtl numbers (e.g., [9]), it appears that there were no 
prior attempts to correlate the Ra and Pr dependences of the 
Nusselt number with a single group such as the Ra /F group 
used here. The present correlation, equation (7), covers the 
Prandtl number range between 5 and 39 and, until there is 
other definitive information, it is available for use for other 
Prandtl numbers outside of this range. 

The present Nusselt numbers for water were compared with 
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Fig. 3 Heat transfer rates for the single-fluid and two-fluid cases 
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Fig. 4 Nusselt numbers for the two-fluid cases 

those of [9] and very good agreement was found to prevail. No 
prior Nusselt number data for hexadecane could be found in 
the literature. 

Attention will now be turned to the two-fluid case, for 
which results will be presented in both dimensionless and 
dimensional forms. In both formats, particular consideration 
will be given to the prediction of the two-fluid results from 
those for the single fluids. 

Figure 3 conveys the dimensional presentation, where the 
rate of heat transfer Q is plotted against the temperature dif
ference (TH — Tc) between the heated and cooled walls. In 
addition to the results for the various two-fluid systems, the 
figure also contains results for the single-fluid case (water and 
hexadecane). All of the results of Fig. 3 are for (TH + Tc)/2 
= 33.5°C. 

As expected, the highest rate of heat transfer was achieved 
when the enclosure was filled with water and the lowest when 
it was filled with hexadecane. The rates of heat transfer to the 
water are about four times those to the hexadecane. The 
various two-fluid systems are contained between the respective 
single-fluid limits and are ordered in a regular manner ac
cording to the height of the interface. 

Least-squares straight lines (the dashed lines in the figure) 
have been respectively passed through the water data and the 

hexadecane data. These lines represent the power-law relation 
Q — AT". The data point deviations from the fitted lines were 
less than one percent. 

The solid lines appearing in Fig. 3 represent predictions of 
two-fluid heat transfer from the single-fluid heat transfer for 
water and hexadecane. They were derived from 

Q={Hw/L)Qw+(Hh/L)Qh (8) 

where Qw and Qh were obtained from the aforementioned 
least-squares fits. Equation (8) is a simple prorating of the 
single-fluid heat transfer results. The data symbols 
enumerated in the legend for Hw/L = 0.25, 0.40, 0.50, and 
0.75 represent the actual experimental data. These data are 
seen to be in excellent accord with the predicted lines. The 
agreement is nearly perfect for Hw/L = 0.50 and 0.75, within 
2-3 percent for Hw/L - 0.25, and within 5 percent for Hw/L 
= 0.40. 

The aforementioned excellent agreement lends strong sup
port to the use of equation (8) as a means for predicting two-
fluid heat transfer from single-fluid heat transfer information. 
Thus, if the two fluids are designated as ;' and j , it is recom
mended that the two-fluid Q be obtained from 

Q=(Hi/L)Qi+(Hj/L)Qj (9) 

Furthermore, in view of the general correlation conveyed by 
equation (7), it is not necessary to perform experiments to 
determine Q, and Qy. Instead, Q, and Q, can be computed 
from equation (7) for given values of {TH — Tc) and of t = 
(Th + Tc)/2, the latter for the evaluation of the ther-
mophysical properties. Thus, by making use of equations (7) 
and (9), the two-fluid heat transfer can be found without hav
ing to perform any experiments. 

The dimensionless presentation of the two-fluid heat 
transfer results is conveyed in Fig. 4, where Nu* is plotted ver
sus RaVF* (Nu*, Ra*, and F* are defined by equations 
(4)-(6)). Also appearing in the figure is a solid line which 
represents the single-fluid Nusselt number correlation of equa
tion (7). The agreement of the two-fluid data with the single-
fluid correlation is seen to be generally very good. The max
imum deviation of the data from the line is about 5 percent, 
corresponding to Hw/L = 0.40. For the other HK/L values, 
the deviations are even smaller, with virtually perfect agree
ment in evidence for Hw/L = 0.50. 

Thus, within a tolerance no greater than 5 percent, equation 
(7), with a * now affixed to Nu, Ra, and F, also applies to the 
two-fluid systems. If equation (7) is so accepted, it can be used 
to predict the two-fluid heat transfer by making use of the 
definitions of Nu*, Ra*, and F* in equations (4)-(6). 

Concluding Remarks 

The experiments performed here have provided readily ap
plicable information for natural convection in enclosures con
taining either a single fluid or two immiscible fluids in a 
layered configuration. The single-fluid experiments, perform
ed with distilled water and with w-hexadecane paraffin, were 
carried out to provide baseline data for the development of 
methods to predict the heat transfer in two-fluid, layered 
systems. To test the utility of the predictive methods, 
water-hexadecane experiments were performed at four dif
ferent heights of the interface between the liquids. At the 
operating conditions of the experiments, the respective Prand-
tl numbers of the water and the hexadecane are 5 and 39.2. 

The single-fluid Nusselt number results for the water and 
the hexadecane were perfectly correlated by the single dimen
sionless group Ra/F, where F is a Prandtl-number-dependent 
function given by equation (3). Although natural convection 
in enclosures has been previously studied for a wide range of 
Prandtl numbers, it appears that the Ra and Pr dependences 
of the Nusselt number have not heretofore been correlated by 
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a single group. The present correlation, equation (7), covers 
the Prandtl number range between 5 and 39 and, until there is 
other definitive information, it is available for use for other 
Prandtl numbers outside of this range. 

For two-fluid systems, it was proposed that the heat transfer 
rate be predicted, as set forth in equation (9), as a weighted 
sum of the single-fluid heat transfer rates. The predictions 
based on this rule were in excellent agreement with the data for 
the various investigated water-hexadecane systems. In prac
tice, to use this method, it is not necessary to perform ex
periments to determine the single-fluid heat transfer rates 
since they can be calculated with high accuracy from the 
aforementioned correlation, equation (7). Indeed, by using 
equations (7) and (9), the two-fluid heat transfer can be found 
without having to carry out any experiments. 

To facilitate a dimensionless presentation of the measured 
two-fluid heat transfer results, new definitions (equations 
(4)-(6)) of Nu, Ra, and F were employed. It was found that 
within a tolerance no greater than 5 percent, the dimensionless 
two-fluid heat transfer data agreed with the single-fluid heat 
transfer correlation, equation (7). This finding provides an 
alternate method for predicting two-fluid heat transfer. 

Of the two methods set forth here for predicting the two-
fluid heat transfer rates, that which is a weighted sum of the 
single-fluid heat transfer rates is preferred by the authors 
because it has a better-defined physical basis. 

The results obtained here are based on experiments in an 
enclosure of square cross section (aspect ratio of unity), 
although the cross-sectional aspect ratios of the individual 

fluid layers differed from unity. The possible influence of the 
enclosure cross-sectional aspect ratio on the two-fluid correla
tion schemes remains to be determined. 
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Mass Transfer at the Base of a 
Cylindrical Cavity Recessed in the 
Floor of a Flat Duct 
Experiments involving either sublimation or evaporation at the base surface of a 
cylindrical cavity were performed respectively using naphthalene and water as the 
transferred vapor. The cavity was mounted in the lower wall of a flat rectangular 
duct through which turbulent air was passed. Supplementary experiments were also 
carried out using a cavity with a constricted opening {i.e., a Helmholtz resonator). 
The base surface mass transfer did not decrease monotonically with increasing cavi
ty depth. Rather, there were two local maxima, respectively at about 0.06D and 
0.5D (D = cavity diameter). Of these, the first is due to the reattachment of the 
shear layer on the cavity base. For the second, both fluid-elastic and fluid-resonant 
oscillations were ruled out as causes on the basis of definitive experimental data, 
leaving fluid-dynamic oscillations as a possible cause. The base surface Sherwood 
number was well correlated by power-law dependences on the Reynolds and Schmidt 
numbers. Fluid flow experiments encompassing oil-lampblack flow visualization, 
helium bubble flow visualization, and spectral analysis of the pressure field at the 
cavity base were also carried out. 

Introduction 

The research described here was undertaken to investigate 
fundamental aspects of heat transfer and fluid flow in a cavity 
and to provide information applicable to heat transfer 
enhancement and contaminant removal from cavities. Specific 
consideration is given to mass transfer from the base surface 
of a cylindrical cavity to an airflow which passes over the cavi
ty opening. The cavity is mounted in the lower wall of a flat 
rectangular duct such that its opening is flush with the surface 
of the wall which bounds the airflow. The work is primarily 
experimental, with supporting computations where ap
propriate. To supplement the mass transfer experiments, 
fluid-flow-related measurements were also performed. In view 
of the analogy between heat and mass transfer, the mass 
transfer results obtained here should also be applicable to heat 
transfer. 

A literature survey revealed the virtual absence of prior 
work on heat or mass transfer at the base of a duct-mounted 
cylindrical cavity. The only encountered investigation [1] was 
performed using a cylindrical container that was partially fill
ed with a liquid, so that the liquid constituted the bottom sur
face of the cavity. The results of [1] were contrary to expecta
tion in that the rate of evaporative mass transfer did not 
decrease montonically as a function of increasing cavity 
depth. Rather, the mass transfer rate displayed a maximum 
value at a cavity depth-to-diameter ratio of approximately 0.5. 
This finding was presented without accompanying 
rationalization. 

The fluid flow characteristics of cavities have been studied 
extensively, as reflected in the survey paper of [2]. There, three 
different types of fluid oscillations were identified: fluid 
dynamic, fluid resonant, and fluid elastic. Among these, fluid-
dynamic oscillations arise from the amplification of in
stabilities in the shear layer which originates at the upstream 
edge of the cavity opening. Fluid-resonant oscillations are 
associated with resonant waves within the cavity, the nature of 
which depends on the geometric details of the cavity. The 
Helmholtz resonator, a cavity with a partially constricted 
opening, is an especially convenient configuration for study-
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ing possible fluid-resonance effects. Fluid-elastic oscillations 
are a consequence of the motion of the cavity walls (if the 
walls are nonrigid). 

The relationships between the aforementioned oscillations 
and mass transfer at the cavity base have not heretofore been 
explored. Nevertheless, it may be conjectured that one or 
more of these oscillations is responsible for the reported mass 
transfer maximum of [1], The possible effects of fluid-elastic 
oscillations will be investigated here by means of mass transfer 
experiments in which the cavity base is a rigid solid 
(naphthalene), instead of a liquid as in [1]. Fluid resonance 
will be explored in mass transfer experiments performed with 
a Helmholtz resonator cavity. In the latter experiments, which 
were initiated as a follow-on of [1], the cavity base surface was 
a liquid. 

The instrumentation needed for the direct investigation of 
fluid dynamic oscillations was not available. However, several 
supplementary experiments were performed to provide infor
mation about the flow field. The oil-lampblack technique was 
used to visualize the pattern of fluid flow adjacent to the base 
surface of the cavity, while the entire flow field was observed 
via the helium bubble technique. Pressure measurements were 
made at the cavity base, and the resulting signals were resolved 
into a frequency spectrum. Such data were obtained for 
cavities of different depths in order to determine whether a 
marked change in the spectral distribution occurred at the 
depth at which the mass transfer maximum was achieved. 

The foregoing discussion has dealt with the fundamentals-
oriented aspects of the present investigation. Practice-oriented 
results were also obtained from the mass transfer experiments 
performed with the naphthalene-bottomed cavity. These ex
periments extended over a range of cavity depth-to-diameter 
ratios from 0 to 2, a tenfold variation of the Reynolds 
number, and rectangular ducts of two different cross-
sectional aspect ratios. A correlation effort was undertaken to 
provide a generalized functional relationship between the 
base-surface Sherwood number and the parameters on which 
it depends. 

Mass Transfer Experiments 

The description of the experimental apparatus is facilitated 
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.CONSTRICTION 

CYLINDRICAL 
CONTAINER 

Fig. 1 Longitudinal sectional view of the Helmholtz resonator cavity 
and the adjacent duct 

by reference to Figs. 1 and 2. The first of these figures is a 
longitudinal sectional view of the Helmholtz resonator cavity 
and the adjacent portion of the host rectangular duct, while 
the second is a similar view of the naphthalene-bottomed cavi
ty and its host duct. The two cavities will be described in the 
order shown. 

As seen in Fig. 1, the Helmholtz cavity consisted of three 
parts: (a) a cylindrical container, (b) a constriction at the cavi
ty opening, and (c) distilled water which partially filled the 
container and whose surface formed the base of the cavity. 
The container was machined to close tolerances with an in
tegral flange which facilitated its mating with the lower wall of 
the host rectangular duct. The installation of the container in 
the duct wall could be accomplished in a matter of seconds 
and the same for the removal of the container. All interior sur
faces of the container were coated with a thin, polished film of 
paint to prevent electrochemical reactions between the water 
and the aluminum, yielding a finished inside diameter D of 
3.800 cm. 

Constriction of the cavity opening was accomplished by an 
annular disk made of Delrin, a free-machining plastic. The 
disk had an inner diameter of 1.905 cm and a thickness of 
0.615 cm. With water in place in the container, the cavity 
depth (i.e., the distance between the surface of the water and 
the top of the cavity) is denoted by H. In the absence of the 
water, H= 4.684 cm. 

Two thermocouples were installed in the cylindrical con
tainer in order to measure the surface temperature of the 
evaporating water during the experiments. The thermocouples 
were made from Teflon-coated, 0.0254-cm diameter chromel 
and constantan wire chosen for compatibility with water and 
for high emf per °C. The junctions of the thermocouples were 
positioned as close to the surface as was compatible with the 
evaporation-related recession of the surface. 

The naphthalene-bottomed cylindrical cavity was also a 
multipart component, as shown in Fig. 2. As seen there, a 
layer of solid naphthalene, implanted in a recess in the upper 
surface of a substrate, served as the base of the cavity. The 
substrate was an aluminum cylinder with a finished diameter 
after polishing and lapping of 3.805 cm and a length of 3.810 
cm. The recess, which was 0.76 cm deep, was machined into 
the upper face of the cylinder, with the outer wall of the recess 
being tapered to virtually zero thickness (0.004 cm) at its upper 
edge. To aid in the adhesion of the naphthalene, which was 
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Fig. 2 Longitudinal sectional view of the unconstricted cylindrical 
cavity and the adjacent duct 

implanted by a casting process, the bottom of the recess was 
roughened. 

The cylinder was drilled along its axis to provide an access 
hole through which molten naphthalene was poured during 
the casting process. The hole, which was threaded at its lower 
end, also received the threaded upper end of an aluminum rod 
which served to set the vertical position of the cylinder and, 
thereby, that of the naphthalene surface. In addition to the 
main axial hole, two smaller axial holes (not shown) were 
drilled through the centerbody to serve as passageways for the 
escape of air displaced from the recess during the casting pro
cess. One of these holes also served as a conduit through which 
lead wires were drawn in order to enable a thermocouple junc
tion to be embedded in the exposed surface of the cast 
naphthalene. 

The cylinder was housed in a brass sleeve (the cylindrical 
housing) whose bore diameter after polishing and lapping was 
0.00254 cm greater than the diameter of the cylinder. With the 
aid of the positioning rod, the cylinder could be moved freely 
to any height within the housing. The portion of the inner sur
face of the housing which extended upward from the nap-
thalene surface served as the sidewall of the cavity. 

The use of dissimilar metals for the cylinder and the housing 
(aluminum and brass) effectively avoided galling. The housing 
was machined with integral flanges at its upper end to 
facilitate its mating with the lower wall of the duct, with in
stallation and removal being accomplished in seconds. 

The lower end of the housing was closed by an annular disk 
(not shown). The positioning rod passed snugly through the 
center hole of the disk and was locked in place with a set 
screw, thereby fixing the cavity depth H. The length of the 
housing was chosen to give a range of H extending from 0 to 
2.W. 

Two rectangular ducts were used during the course of the 
experiments. One had a flow cross section of 1.928 x 8.270 
cm (height h x width W), while the cross section of the other 
was 0.960 x 8.270 cm. All the experiments for the Helmholtz 
cavity and the initial experiments for the naphthalene-
bottomed cavity were performed with the former duct, while 
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the latter duct was used for the main body of experiments for 
the naphthalene-bottomed cavity. For both ducts, the cavity 
was centered in the width of the lower bounding wall of the 
cross section, leaving a lateral clearance of about 2.23 cm be
tween the edge of the cavity opening and the adjacent side wall 
of the duct. This clearance ensured that the air flow passing 
over the opening would be unaffected by spanwise variations 
in the velocity profile which occur adjacent to the side walls. 

The cavity was situated about 65 duct heights downstream 
of the inlet of the first duct and about 130 duct heights 
downstream of the inlet of the second duct. The distance be
tween the duct inlet and the cavity served as a hydrodynamic 
development length. Downstream of the cavity, the duct con
tinued for a length of 25 and 50 heights, respectively, for the 
first and second ducts. 

The ducts were fabricated primarily from aluminum plate 
stock. The interior surfaces of the duct walls (those which 
bounded the air flow) were polished to a high degree of 
smoothness. To enable visual observations, the portion of the 
upper wall situated above the cavity was made of plexiglass. 

The system was operated in the open-circuit mode and in 
suction. Air was drawn from the temperature-controlled 
laboratory into the duct through a sharp-edged inlet. After 
traversing the length of the duct, the air passed to a flowmeter 
(a calibrated rotameter), a control valve, and a blower situated 
in a service corridor adjacent to the laboratory. The 
compression-heated, vapor-enriched discharge of the blower 
was vented outside the building. 

The rate of mass transfer was determined from the change 
of mass which occurred during a measured period of time in 
which the cavity was exposed to the air flow. For the 
Helmholtz cavity, the cylindrical container and its inventory 
of distilled water were weighed immediately before and after 
the air flow period. Similarly, for the naphthalene-bottomed 
cavity, before and after mass measurements were made of the 
substrate cylinder and its embedded layer of naphthalene. The 
mass measurements were accomplished with a solid-state 
analytical balance having a resolution of 0.00001 g. Calibra
tion runs were made to assess the extent of any extraneous 
mass transfer which might have occurred between the before 
and after weighings. Special precautions were taken to attain 
isothermal conditions at the mass transfer surface during the 
data run. The mass transfer rates are believed accurate to one 
percent. 

Thermocouples were installed in the duct, both upstream 
and downstream of the cavity, to measure the temperature of 
the air flow. The humidity of the air was measured by a 
specially designed psychrometric unit whose intake was posi
tioned very close to the inlet of the duct. In the psychrometer, 
the wet- and dry-bulb temperatures were measured to 0.1 °F or 
better by ASTM-certified thermometers. 

Fluid Flow Experiments 

As noted in the Introduction, the fluid flow experiments in
volved flow visualization by the oil-lampblack and helium 
bubble techniques and pressure measurements at the cavity 
base. These experiments will now be described. 

The oil-lampblack technique [3] was used to visualize the 
pattern of fluid flow adjacent to the bottom of the fully open 
cylindrical cavity (i.e., without the Helmholtz-type constric
tion) and, in particular, to identify changes in the flow pattern 
as a function of the cavity depth. To implement the ex
periments, the naphthalene base surface was first covered by a 
sheet of white, plasticized, self-adhering contact paper. Then, 
a suitably fluid mixture of lampblack powder and oil was 
prepared, and small, uniformly sized droplets were placed at 
specific locations on the contact paper. The air flow was then 
initiated and maintained for a fixed time interval. During this 
period, the droplets moved under the stresses exerted by the 

flow, forming vectorlike traces on the surface. The lengths 
and directions of these vectors were compared for different 
cavity depths. 

The helium bubble technique was used to visualize the 
general flow field in the cavity. To facilitate the use of the 
technique, the brass cylindrical housing of the unconstricted 
cavity (Fig. 2) was replaced by a plexiglass housing, and the 
substrate cylinder and its embedded layer of napthalene was 
replaced by a Delrin plastic cylinder. Variation of the cavity 
depth was accomplished by moving the Delrin cylinder ver
tically within the housing. The helium-filled soap bubbles were 
introduced either at the duct inlet or at the base of the cavity. 
To facilitate the observation of the bubbles, the cavity was il
luminated from directly above, and all surrounding surfaces 
were blackened. The bubble motions were recorded on video 
tape for subsequent examination. 

The pressure measurements at the base of the cavity were 
made with a Bruel and Kjaer condenser-type microphone (No. 
4148) with a manufacturer-specified operating range from 10 
to 5000 Hz. For these experiments, the substrate cylinder and 
its embedded naphthalene layer were replaced by either of two 
Delrin plastic disks, each fabricated with a hole which enabled 
the face of the microphone to be flush with the surface of the 
disk which formed the base of the cavity. In one of the disks, 
the microphone was centered at the axis of the cavity, while in 
the other, it was positioned adjacent to the side wall of the 
cavity. The cavity depth was varied by changing the vertical 
positioning of the disk. 

The output of the microphone was connected to a spectrum 
analyzer (Hewlett-Packard No. 3582A), which performed an 
8-bit fast Fourier transform on the data. The spectrum 
analyzer yielded the voltage versus frequency distribution for 
the pressure signals, where the voltage is a measure of the 
strength of the pressure disturbance. 

Data Reduction 

For both the water vapor evaporation and naphthalene 
sublimation experiments, the mass transfer characteristics at 
the cavity base will be expressed via the mass transfer coeffi
cient K and its dimensionless counterpart, the Sherwood 
number Sh, respectively defined as 

K=(M/A)/(puMx-PuMQt), Sh = KD/T> (1) 

In the equation for K, the quantity M is the rate of mass 
transfer at the cavity base, determined from the measured 
change of mass and the duration of the data run. The area A is 
that of the cavity cross section, equal to •wD1/A. In the 
denominator, p„_hase is the value of the density at the cavity 
base for the transferred vapor (either water or naphthalene), 
while p„?duct is the vapor density in the duct at a position above 
the cavity opening. 

The value of pUibax for water vapor was determined under 
the assumption that liquid-vapor equilibrium existed at the li
quid surface. On this basis, p„]base was read from steam tables 
using the measured liquid surface temperature as input. For 
naphthalene, it was assumed that solid-vapor equilibrium 
prevailed at the solid surface, and the vapor pressure was 
evaluated from the vapor pressure-temperature relation [4] at 
the measured surface temperature. Then, p„ibase was obtained 
from the perfect gas law using the vapor pressure and 
temperature as inputs. 

For the naphthalene sublimation experiments, the air drawn 
into the duct was free of naphthalene vapor, so that p„,duct = 0. 
On the other hand, pVidaa>0 for the water evaporation ex
periments, and its determination will now be described. From 
the data collected at the psychrometer in conjunction with the 
barometric pressure, the specific humidity of the air entering 
the duct was calculated by standard thermodynamic methods 
(e.g., [5], pp. 396-397). Then, in the duct at a position above 
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Sh 

Fig. 3 Sherwood numbers for evaporation of water at the base surface 
of a Helmholtz cavity 

the cavity opening (measured pressure = p), the partial 
pressure/7„duct of the water vapor is 

Pv4ucl=pW/[(Mw/Ma)+W] (2) 

where M„ and Ma are the respective molecular weights of 
water and air. The density p„iduct was then obtained from the 
perfect gas law using pViducl and the temperature as inputs. 

To complete the evaluation of the Sherwood number, it re
mains to specify the mass diffusion coefficient 2D. For the 
water vapor-air system, 3D was taken from [6, p. 10], while for 
the naphthalene-air system, 5D was evaluated by using the 
well-established form 

SD = ^r1-7 5 /p (3) 

where \p is a constant whose value was fixed by using data 
listed in [4]. Testimony as to the accuracy of the 3D values is 
provided by the fact that when they were used to compute the 
Schmidt number Sc, the resulting values were 0.60 and 2.52, 
respectively for water vapor-air and naphthalene-air. These 
Schmidt numbers are in excellent agreement with those of the 
literature. 

The Sherwood number results will be parameterized by the 
Reynolds number Re based on the cavity diameter D and on 
the mean velocity u in the duct 

Re = uD/v (4) 

The duct Reynolds number Reduct 

Reduct = uD„/v (5) 

will also be used as a parameter, where Dh is the hydraulic 
diameter of the duct. 

For the water vapor experiments, the cavity depth H (Fig. 1) 
was determined indirectly from a knowledge of the mass of the 
water in the container and the dimensions of the container. In 
the case of the naphthalene experiments, H (Fig. 2) was deter
mined directly by measuring the length of the positioning rod 
which extended beyond the closure disk at the lower end of the 
cylindrical housing. In the presentation of the results, the cavi
ty depth will appear in the dimensionless ratio H/D. 

Mass Transfer Results 

The presentation of the mass transfer results will successive
ly focus on the Helmholtz cavity and on the cylindrical cavity. 
The Helmholtz cavity experiments were primarily concerned 
with examining the possible role of fluid-resonant oscillations. 
On the other hand, those for the cylindrical cavity not only ex
plored the possible role of fluid-elastic oscillations but were 
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Fig. 4 Sherwood numbers for naphthalene sublimation at the base of 
an unconstricted cylindrical cavity. Parts (a) and (b) are for experiments 
performed in the larger height duct, and parts (c) and (d) are for the 
smaller height duct. 

also intended to provide sufficient data on which to base a 
reliable Sherwood number correlation. In view of this, the 
Helmholtz cavity experiments were less extensive than those 
for the cylindrical cavity. 

Helmholtz Cavity. The depth dependence of the Sher
wood number for evaporative mass transfer (Sc = 0.6) at the 
base surface of a Helmholtz cavity is presented in Fig. 3 for 
duct Reynolds numbers of 24,000 and 40,000. As mentioned 
earlier, the Helmholtz cavity experiments were performed us
ing the duct with the greater of the two inter wall heights h. 

From the figure, it is seen that for both of the investigated 
cases, the Sherwood number at first increases with H/D, at
tains a maximum at approximately H/D = 0.5, and decreases 
thereafter. As already noted in the Introduction, the Sh versus 
H/D distribution for evaporation of water at the base surface 
of a cylindrical cavity with an unconstricted opening also 
displayed a maximum at H/D = 0.5 [1]. Therefore, the altered 
fluid flow pattern associated with the presence of the con
stricted opening of the Helmholtz cavity did not affect the 
position of the maximum. 

To examine the issue of fluid resonance, the natural fre
quency of the Helmholtz cavity corresponding to H/D = 0.5 
was calculated in accordance with [7], yielding 1780 Hz. Then, 
the frequency of the imposed external disturbance (i.e, oscilla
tions of the shear layer) was calculated for each of the in
vestigated Reynolds numbers. The frequency of the external 
disturbance is embedded in the Strouhal number which, from 
[8], is a function of the Mach number. The Mach numbers 
corresponding to Reduct = 24,000 and 40,000 were calculated 
and the corresponding Strouhal numbers obtained from [8], 
yielding disturbance frequencies of 225 and 840 Hz. Both of 
these frequencies differ appreciably from the natural frequen
cy of 1780 Hz. Therefore, resonance did not occur when H/D 
= 0.5, from which it follows that resonance was not responsi
ble for the Sh peak at H/D = 0.5. 

Cylindrical Cavity. The first set of experiments for the 
naphthalene-bottomed cylindrical cavity (without constriction 
of the opening) was performed using the duct having the 
greater of the two interwall heights h. The variation of the 
Sherwood number with the cavity depth resulting from these 
experiments is plotted in Figs. 4(a) and (b), where H/D ranges 
from 0 to 2. These results are parameterized by values of the 
Reynolds number Re (equation (4)) of 29,400 and 49,700, 
which correspond to duct Reynolds numbers Reduct (equation 
(5)) of 24,100 and 40,800. 
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Fig. 5 Sherwood numbers for naphthalene sublimation at the base of 
an unconstricted cylindrical cavity for experiments performed in the 
smaller height duct 

From an examination of Figs. 4(a) and (b), it is seen that 
there is a maximum in the Sh versus H/D distributions at 
H/D = 0.5, which is the same cavity depth at which a max
imum was encountered in [1], However, in [1], the cavity bot
tom was a nonrigid surface (liquid water), whereas here the 
cavity bottom is rigid (naphthalene). This finding indicates 
that fluid-elastic oscillations are not the cause of the Sherwood 
number maximum at H/D = 0.5. 

The other noteworthy feature of Figs. 4(a) and (b) is the 
presence of a second maximum in the Sh versus H/D distribu
tions. This other maximum occurs at H/D = 0.06 for both of 
the investigated Reynolds numbers and has a larger value than 
that at the H/D = 0.5 maximum. It may be noted that the 
second maximum was not encountered in [1] because a liquid-
bottom cavity could not be operated at small H/D without 
loss of liquid due to the scrubbing action of the air. However, 
no such problem existed with the naphthalene-bottomed cavi
ty, so that experiments could be performed for arbitrarily 
small H/D, even H/D = 0. 

As will be confirmed later via flow visualization, the 
H/D = 0.06 maximum corresponds to the reattachment of the 
shear layer spawned by the cavity opening onto the cavity 
base. The presence of the two maxima gives rise to a complex, 
undulating Sh distribution for H/D between 0 and 0.6-0.7. 
Thereafter, Sh decreases monotonically and virtually linearly 
with H/D. 

The next set of experiments was performed using the duct 
having the smaller of the two interwall heights h. The results 
of these experiments are presented in Figs. 4(c) and (d) and in 
Figs. 5(a-d). These results encompass the Re range from 9030 
to 88,300, which corresponds to the Reduct range from 4080 to 
39,900. The dimensionless cavity depth was varied from 0 to 2. 

All of the six Sh versus H/D distributions for this set of ex
periments displayed double maxima and were generally of the 
same form as those of Figs. 4(a) and (b), which have already 
been discussed. However, there are interesting differences in 
detail depending on the Reynolds number. 

At the higher Reynolds numbers, 88,300 and 56,700, the Sh 
maxima respectively occur at H/D = 0.06 and 0.5. As the 
Reynolds number decreases to 22,100, the outer maximum 
moves to a slightly smaller H/D ( = 0.47), then to H/D = 0.46 
at Re = 17,600, and to H/D = 0.43 at Re = 14,400. The results 
for the lowest Reynolds number, Re = 9030, tend to be deviant 
from the others, probably because the duct flow is not fully 
turbulent (Reduct =4080). For this case, the outer maximum 
has moved inward to H/D = 0.3, while the inner maximum has 
moved outward to H/D = 0.09. Furthermore, the magnitude 
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Fig. 7 Reynolds and Schmidt number correlations of the Sherwood 
number at the base of an unconstricted cylindrical cavity 

of the outer maximum now exceeds that of the inner 
maximum. 

The presence of the maxima can be regarded as giving rise to 
localized mass transfer enhancement. If the linear Sh versus 
H/D dependence which prevails for cavity depths beyond the 
maxima were to be extrapolated back to H/D = 0, an assess
ment of the extent of the enhancement can be obtained. For 
Re between 14,400 and 88,300, the enhancements at the inner 
and outer maxima respectively range from 35 to 65 percent 
and 25 to 50 percent. At Re = 9030, the corresponding 
enhancements are 18 and 28 percent. 

Correlation of the Cylindrical Cavity Results. Aside from 
the lowest Reynolds number, the similarity in the shapes of the 
Sh versus H/D distributions of Figs. 4 and 5 suggests that it 
may be possible to bring them together by using a suitable 
scaling. The most compact correlation of the results of Figs. 4 
and 5 (excluding Fig. 4c) was accomplished by using the group 
Sh/Re0-76. 

The end result of the correlation effort is presented in Fig. 
6, where Sh/Re076 is plotted versus H/D. In the figure, the 
solid line represents the average of the data, while the dashed 
lines represent the maximum deviations from the data. Since 
the extreme deviation of any data point from the average is 
only 8 percent, the correlation may be regarded as highly 
effective. 

As a further generalization of the results, a Schmidt number 
correlation was sought using the data of [1] for Sc = 0.6 
(evaporation of water) and the present data for Sc = 2.52 
(sublimation of naphthalene). In [1], the Sherwood number 
results were correlated by the group Sh/Re0-75 over the range 
from H/D = 0.12 to 0.6. That correlation was rephrased as 
Sh/Re0-76 to coincide with the present scaling (Fig. 6). Then, a 
correlation group Sh/Re076 Scm was used to bring together the 
data of [1] with those obtained here. 
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Fig. 8 Oil-lampblack flow visualization patterns at the base of an un-
constricted cylindrical cavity 

The best fit was achieved with m = 0.53, and Fig. 7 was 
prepared to show the end result of the correlation effort. In 
the figure, the solid line represents the average of the present 
results (taken from Fig. 6), while the data are those of [1]. In 
general, the Sc = 0.6 and 2.52 results are correlated within a 
few percent but with an isolated deviation as large as 7 
percent. 

Fluid Flow Results 

All of the fluid flow experiments were performed for the 
cylindrical cavity (without constriction of the opening) 
situated in the duct with the smaller of the two interwall 
heights h. Results will be successively presented for the oil-
lampblack and helium bubble flow visualizations and for the 
base surface pressure measurements. 

Oil-lampblack flow visualizations at the base surface of the 
cavity are presented in Fig. 8 for nine different cavity depths 
characterized by H/D values ranging from 0 to 0.7. The 11 
black dots in each visualization pattern represent the positions 
of the oil-lampblack droplets prior to the initiation of the air 
flow, whereas the vectorlike traces emanating from the dots 
represent the disposition of the droplets at the end of the air 
flow period. The air flow period was identical for all cases 
depicted in Fig. 8 (15 s), as was the Reynolds number (~ 
27,000). In view of this, the lengths of the various vectors pro
vide an indication of the relative magnitudes of the base-
adjacent velocities. 

For the H/D = 0 case, there is no cavity, and the base sur
face is flush with the lower wall of the duct. For this case, the 
vectors are all approximately the same length and are parallel 
to the direction of the mainflow. At H/D = 0.05, the base-
adjacent flow in the downstream portion of the cavity is in the 
mainflow direction, while the backflow at the upstream end of 
the cavity is indicative of a recirculation zone. This visualiza
tion pattern corresponds to the reattachment of the shear layer 
spawned by the cavity opening onto the cavity base. It is the 
reattachment onto the base that is responsible for the inner 
maximum in the Sh versus H/D distribution. 

At H/D = 0.10 and 0.20, the flow pattern is characterized by 
relatively low velocities. Furthermore, the presence of 
backflow in the downstream portion of the cavity indicates 
that the reattachment occurs on the downstream portion of 
the cylindrical wall. As the cavity depth increases from 0.3 to 

FREQUENCY (HZ) 

Fig. 9 Frequency spectra of the pressure measured at the center of the 
base of an unconstricted cylindrical cavity 

0.4 to 0.5, the velocities grow progressively larger. The largest 
velocities occur for H/D = 0.5, which accounts for the ex
istence of a Sherwood number maximum at that cavity depth. 
With further increases in H/D, the velocities diminish, giving 
rise to a decrease in the Sherwood number. 

Attention is next turned to the helium-bubble flow 
visualization. Bubbles introduced at the duct inlet were carried 
along with the mainflow and regularly entered the cavity. By 
careful observation of the motion of the bubbles, it was 
deduced that the flow entered the cavity at its downstream end 
and rolled up upon itself due to the blocking action of the 
downstream portion of the cylindrical wall. The rolling-up 
process continued until a spiraling vortex escaped from the 
cavity at its lateral edges. However, these events were no more 
intensive at H/D = 0.5 than at any other cavity depth, so that 
no information was obtained about the H/D = 0.5 Sherwood 
number maximum. 

The pressure measurements at the cavity base were made to 
examine whether a marked change in the frequency spectrum 
occurred at H/D = 0.5, i.e., at the cavity depth corresponding 
to the outer maximum in Sh. The measurements were carried 
out for H/D from 0 to 2 at a fixed Reynolds number and for a 
sevenfold range of the Reynolds number at H/D = 0.5. 
Pressures were measured at the center of the base and also ad
jacent to the cylindrical wall. 

The frequency spectra of the pressure did not reveal any 
unusual characteristics at H/D = 0.5, as is illustrated in Fig. 9. 
This figure shows spectra at H/D = 0.5 and 0.75 at 
Re = 53,000. These spectra are virtually congruent. On the 
other hand, as can be seen in Figs. 4 and 5, the Sh value at 
H/D = 0.15 is significantly lower than the H/D = 0.5 max
imum. Therefore, the frequency spectra do not provide infor
mation about the cause of the maximum. 

Concluding Remarks 

The experiments performed here have demonstrated a com
plex behavior for the rate of mass transfer at the base of a 
cylindrical cavity situated in the lower wall of a flat rec
tangular duct. Starting with a cavity of zero depth (H/D = 0) 
and then systematically increasing the depth, the mass transfer 
increased sharply to a maximum at H/D = 0.06. This max
imum can be attributed to the reattachment of the shear layer 
spawned by the cavity opening onto the cavity base. With fur
ther increases in depth, the mass transfer dropped off, attain
ed a minimum at H/D = 0.2, and then increased to a second 
maximum at H/D = 0.5. Thereafter, the mass transfer 
decreased monotonically, and for H/D>0.6-0.7, the decrease 
was more or less linear with H/D. 

For all duct flows which were fully turbulent, it was found 
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that the Sherwood number could be correlated with a 
0.76-power Reynolds number dependence. Sherwood number 
data for Schmidt numbers of 0.6 and 2.52 were correlated with 
Sc0-53. 

Investigation of the causes of the second maximum in
dicated that fluid-elastic and fluid-resonant oscillations could 
definitely be ruled out, suggesting that fluid-dynamic oscilla
tions may have played a key role. Flow visualization studies 
performed with the oil-lampblack technique showed that the 
highest base-surface-adjacent velocities occurred at 
H/D = 0.5. The helium bubble technique was used to obtain 
an overview of the flow pattern in the cavity, and the frequen
cy spectrum of the pressure at the cavity base was also 
measured. 
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Finite Element Solution of Laminar 
Combined Convection From a 
Sphere 
The purpose of this investigation is to study the flow and heat transfer 
characteristics of laminar combined convection from an isothermal sphere. Thefull 
Navier-Stokes and energy equations are solved by a finite element method. The 
variations of surface shear stress, pressure, and Nusselt number are obtained over 
the entire surface of the sphere including the zone beyond the separation point. The 
predicted values of average Nusselt number, location of separation point, total drag 
shear force, and some plots of the flow and temperature fields are also presented. 
The results are compared with those of previous numerical and experimental in
vestigations and the agreement is satisfactory. 

Introduction 

In recent times there has been much interest in heat transfer, 
mass transfer, and motion of small spheres in studies of com
bustion, condensation, absorption, and other processes where 
there are liquid drops or small particles. Many related 
engineering applications from the standpoint of either pure 
free convection or pure forced convection [1-10] have been 
presented. Neglecting the effect of buoyancy force on forced 
convective heat transfer may not be justified when the velocity 
is small and the temperature difference between the surface 
and the ambient fluid is large. Thus, predictions of the local 
heat transfer rate in combined convection are practical in
terest, as are the conditions under which the buoyancy-force 
effects first become significant. 

The first theoretical study on combined convection from 
bodies in the existence of boundary-layer flows was carried 
out by Acrivos [11] who obtained the Nusselt number for 
stagnation flow for the limiting Prandtl number cases of Pr — 
0 or Pr — oo. The problem of combined convection from a 
sphere has received relatively little attention. The experimental 
works of Yuge [12] and Klyachko [13] and the analytical work 
of Hieber and Gebhart [14] were conducted under conditions 
of very small Reynolds and Grashof numbers. Dennis and 
Walker [15] obtained accurate solution for Reynolds numbers 
in the range of 0.1 to 40. Chen and Mucoglu [16] solved the 
problem by a finite difference method for large Reynolds and 
Grashof numbers. Tal et al. [17] used cylindrical cell models to 
investigate the problem of hydrodynamics and heat transfer in 
sphere assemblages. In boundary layer analyses the results are 
limited to the region from the forward stagnation point up to 
the point of separation. Accordingly, the average Nusselt 
number over the surface of the sphere could not be obtained. 

In the present work, the problem of laminar combined con
vection from a hot isothermal sphere is solved by a finite ele
ment method. The method is based on the solution of the full 
Navier-Stokes and energy equations. The numerical results 
are obtained over the entire surface of the sphere including the 
zone beyond the separation point. 

Problem Statement 

Consider an isothermal sphere, of diameter 2R0 and 
temperature Tw, which is placed in a uniform free stream of 
temperature T„. The free stream is directed opposite to the 
direction of gravitational acceleration. Owing to the axisym-
metry of the sphere, the flow and thermal fields are two 
dimensional. With the principle of axisymmetric ring element 
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introduced by Chung [18], the cylindrical coordinate system 
similar to that of Tal et al. [17] has been used in the present 
work. R and X denote the radial and stream wise coordinates, 
respectively. The angle 6 is measured from the rear stagnation 
point. The calculated flow domain, boundary conditions, and 
coordinates of the flow field are shown in Fig. 1. 

The fluid is considered to be incompressible except for the 
calculation of the buoyancy force, which is computed using 
the Boussinesq type equation of state. All other fluid proper
ties are assumed constant. The dimensionless governing equa
tions can be written as follows: 

Continuity equation 

du 
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dv 
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Momentum equations 
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Fig. 1 The calculated flow domain, boundary conditions, and coor
dinates of the flow field 
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Fig. 2 Element discretization of the calculated flow domain 
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Finite Element Method 

Owing to symmetry of the flow field, only one half of the 
total domain is discretized into 73 elements as shown in Fig. 2. 
All the elements are isoparametric quadrilateral containing 
eight nodes, one at each corner and one at the midpoint of 
each side. All eight nodes are associated with velocities as well 
as the temperature; only the corner nodes are associated with 
pressures. Following an accepted [19, 20] practice of depicting 
the variation in pressure by shape functions Mh of one order 
lower than those defining the velocity and temperature Nh 

they can be written as follows 

U='ENJUJ, V=tiNJvJ 
j=i y = i 

(5) 
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j=i 

By employing the Galerkin weighted residual approach equa
tions (l)-(4) can be discretized as: 

Continuity equation 
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where ne = total element number (73 for the present work); i 
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b, 

2irrdT 

(13) 

where 

b,=-
Re 

•N 
du 

~dn~ 

\j = 

J 

Pj 

VJ 

<t>j 

Each coefficient in the matrix A has the form 

C\\ Cl2 C13 C !4 

C i l ^22 C23 ^24 

C 3 1 C 3 2 C 3 3 C34 

C41 C42 C43 C44 

(11) 

f (2rr)dAe 

' J r , 

1 

~Re~ 

where 

C „ =7V,.7V, 

dN: 

0 

0 

0 

dN: 
Uk -T^-

k dx 

0 

0 

0 

0 

1 

Re" 

+ 7V,.7V^ 

0 

0 

dN: 

dn 

0 

dNj 
k^F 

1 
+ — 

1 
~Pe" 

TV 

/dN, 

0 

0 

0 

dNj 

' dn 

dN, 

3 Re ' V dn / P e ' V dn I 

Numerical Solution 

There is a standard procedure for evaluating the above in
tegrals, which is described in a number of textbooks and 
papers in the field of finite element analysis (such as [21-23]). 
This involves (f) the normalization of the coordinates, and (if) 
the use of the Gauss-Legendre quadrature scheme. In the 
present work, 3 x 3 and 3 x 1 Gaussian integration sampling 
point schemes are used for the surface and line integrals, 
respectively. The resultant nonlinear nonsymmetric matrix 
equations are solved by the frontal method [23-25] and a 
suitable iterative process. 

Calculation of Physical Parameters 

(/) Nusselt Number. From the definition of the convec-
tive heat transfer coefficient 

(2vr)dT 

(12) 

-ArV*r=A(rM , -7 ,
0 0 ) or -k-

The local Nusselt number can be written as 

XT 2hR0 dN, 
Nu = - = - V</>=— ' -

k dn 

where j = 1, 2, . . . , 8. 
The average Nusselt number is defined as 

1 p 
1= 

7T JO 

2R0 

V(j> = h 

Nu = N u J 

(14) 

(15) 

R e V dx dx dr dr 

(if) Shear Stress. The shear stress for a Newtonian fluid 
is given by 

du*t nu„ du. 

du* 2Rn dn 
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Re 

Table 1 Results for Nu, NuRe~ *, 6S, Cf, and CfRev> at Pr = 0.7 

Gr/Re2 Gr Nu NuRe" s(deg) Cf CyRe1' 
5 
10 
20 
40 
40 
60 
60 
60 
60 
80 
30 
100 
100 
100 
100 
100 

0 
0 
0 
0 
10 
0 
0.2 
4 
10 
0 
10 
0 
0.2 
2 
4 
8 

0 
0 
0 
0 

16000 
0 

720 
14400 
36000 

0 
64000 

0 
2000 

20000 
40000 
80000 

2.8084 
3.2824 
3.9714 
5.0260 
6.7662 
5.8892 
6.0210 
7.1832 
8.0824 
6.6428 
9.2450 
7.3512 
7.5088 
8.4718 
9.1110 
9.9592 

1.26 
1.03 
0.89 
0.79 
1.07 
0.76 
0.78 
0.93 
1.04 
0.74 
1.03 
0.74 
0.75 
0.85 
0.91 
0.96 

0 
0 
0 
31.26 
0 
42.05 
26.07 
0 
0 

47.38 
0 

49.77 
37.20 
0 
0 
0 

5.4821 
3.2270 
1.9614 
1.2310 
5.4563 
0.9498 
1.0934 
2.6008 
4.0997 
0.7932 
3.3041 
0.6934 
0.8640 
1.4019 
1.8437 
2.4999 

8.67 
10.20 
8.77 
7.79 
34.51 
7.35 
8.47 

20.15 
31.75 
7.09 
29.55 
6.93 
8.64 
14.02 
18.44 
25.00 

ReTw ReTw 

6CDEG) 

120 6 0 

G(DEG) 

Fig. 3 Surface shear stress distributions at Pr = 0.7 for (a) Re = 60; (b) 
Re = 100 

180 120 60 
9(DEG) 

180 120 60 

6(DEG) 

Fig. 4 Surface pressure distributions at Pr = 0.7 for (a) Re = 60; (b) Re 
= 100 

where du,/dn denotes the dimensionless gradient of tangential 
velocity in the direction normal to the sphere surface. Thus the 
dimensionless shear stress is 

dut 1 du, 

PK Ipu^Rg dn Re dn 

1 dN, 

Re dn 
— (it, sin 6 — V: cos 6) (16) 

(Hi) Total Friction Drag Coefficient. The definition is 
given as 

'i; Cf = 2\ T„ sin Odd (17) 

Results and Discussion 

Computations have been made for Re = 5, 10, 20, 40, 60, 
80, and 100, for Pr = 0.7,^nd for different values of Gr. The 
results of Nusselt number Nu, NuRe" Vl, the angle of separa-

1.5 

1.0 

0.5-

0 

-0.5 

-1.0 

— 

A 
\ 

5. V 

*N\\ 

A 
40 

I 
I 

— Dennis 

Presen 

Re= 5 

\ - 20 

and Walker 

t work 

x ^ 

I 
I 

S^c^ 

[15] 

I 
I 

^^^ 

180 120 S0~ 0 

6 (deg) 

Fig. 5 Comparisons of surface pressure variation between the present 
results and those obtained by Dennis and Walker [15] for the forced con
vection case (Gr = 0) 

tion 6S, and total friction drag coefficient Cf, CyRe'/2 are given 
in Table 1. 

From Table 1 it can be seen that when Re = 40 at Gr = 0, 6S 

= 31.26 deg is close to that (ds = 35 deg) predicted by Dennis 
and Walker [15]. Donea et al. [26] presented similar results to 
those of [15] by a finite element method for pure forced con
vection situation. 

It is also shown in Table 1 that the greater Re, the closer 
NuRe~'/2 and CyRe'/2 are. This agrees with the results for high 
Re obtained by Chen and Mucoglu [16]. The angles of separa
tion 6S of the present work at Gr = 0 are not close to that ob
tained by Chen and Mucoglu [16] since Chen and Mucoglu's 
results are based on high Re. Itjs clear from Table 1 that the 
greater Gr/Re2 , the greater NuRe_ l / ' and C/Re'7', but the 
smaller ds will be. There is no circulation in the wake for the 
Re < 20 since 0̂  = 0 deg. When Gr/Re2 > 2.0, there exists no 
flow separation in the range of Re considered. For Gr = 0, the 
greater Re, the greater 6S is. But for the same Re, the greater 
Gr, the smaller ds is. 

Thus, increasing Gr tends to delay flow separation. Accord
ingly, the location of the point of separation depends on Re as 
well as on Gr. 

The surface shear stress distributions at Re = 60 and 100 
for different values of Gr are given in Figs. 3(a) and 3(b), 
respectively. It is clear from equation (16) that Rer^ = 
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Fig. 6 Local Nusselt number variations at Pr = 0.7 lor (a) Re = 60; (6) 
Re = 100 

<t>=o.o 

<t>"=0.08 / 

M > = 0 . 9 0 
4>=0.90 

( c ) G r = 1 4 4 0 0 

t ' . - : • • • • 

,>/..: 

S i ! 
11 

1.. 
I ' M 

' ' I I 

0 
1// 

I M i 1 
I ' l l 1 ' I I 

(b) Gr=720 ( c ) G r = 1 4 4 0 0 

0; (b) Gr Fig. 7 Flow fields (or Re = 60 when Pr = 0.7 and (a) Gr 
720; (c) Gr = 14400 

du,/dn. When Rerw = 0, flow separation occurs. Thus, the 
angles of separation can be found at intersection points on the 
line Rerw = 0 in Figs. 3(a) and 3(b). It can also be seen in Figs. 
3(a) and 3(b) that surface shear stress increases significantly 
with increasing Gr. Since the buoyancy force accelerates the 
flow near the surface of the sphere, it leads to a greater dut/dn 
at the sphere surface. 

The surface pressure distributions at Re = 60 and 100 for 
different values of Gr are given in Figs. 4(a) and 4(b), respec
tively. It can be seen in Figs. 4(a) and 4(b) that the increasing 
Gr leads to a significant increase in surface pressure near the 
front stagnation point (6 = 180 deg) and a significant decrease 
in surface pressure after a certain location (for example, 6 < 
130 deg for Re = 60 and 6 < 138 deg for Re = 100) but not 
for the region near the rear stagnation point (9 = 0 deg). The 
variation of surface pressure near 8 = 0 deg is complicated. 
Comparisons of surface pressure variation between the pres
ent results and those obtained by Dennis and Walker [15] for 
Re = 5, 10, 20, and 40 are given in Fig. 5. It is shown in Fig. 5 
that the two numerical results are quite close. 

The local Nusselt number distributions at Re = 60 and 100 
for different values of Gr are given in Figs. 6(a) and 6(b). It 
can be seen from Figs. 6(a) and 6(b) that the increasing Gr 
results in a significant increase in Nu over most of the surface 
but a decrease near 0 = 0 deg, the greater Gr, the smaller the 
relative decrease in Nu. 

The flow field and isotherm patterns for the cases of Re = 
60 and for Gr = 0, 720, and 14,400 can be seen in Figs. 7 and 
8, respectively. It is found from Fig. 7, the flow field plots, 

Fig. 8 Isotherms for Re = 60 when Pr = 0.7 and (a) Gr = 0; (ft) Gr = 
720; (c) Gr = 14400 (the shown isotherms are 4> = 0.90, 0.81, 0.72, 0.63, 
0.54, 0.45, 0.35, 0.26, 0.17, 0.08) 
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\i i 
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0 
0 10 20 30 40 50 60 73 80 90 100 

Re 
Fig. 9 A comparison of average Nusselt number between the present 
results and Yuge's correlations [12] for forced convection situation (Gr 
= 0) 

Table 2 Comparison of average Nusselt number Nu between 
the present work, and Yuge's correlation Nu [12] for com
bined convection at Pr = 0.7 

-

-

" 
™ 

-

p r e s e n t work 

1 1 1 

Y u g e ' s c o r r e l a t i o n 

Nu= 0 . 4 9 3 R e s + 2 . 0 

f o r 1 0 < R e S 1 8 0 0 

I I I I 1 I 

Re 

60 
100 

Gr 

720 
2000 

Nu 

6.0210 
7.5088 

Nu, 

5.8858 
7.3655 

Nu/NUj, 

1.023 
1.019 

that increasing Gr results in decreasing the wake field until it 
completely disappears. It can be seen from Fig. 8 that the T = 
0.90 line gets closer to the surface of sphere, which indicates 
higher temperature gradient and accordingly higher heat 
transfer rates. 

A comparison of average Nusselt number between the pres
ent work and Yuge's correlation [12] for forced convection is 
given in Fig. 9. It is shown in Fig. 9 that the two results are 
close enough. The difference in Nu between the two results is 
within 10 percent. 

Comparisons of average Nusselt number between the pres
ent work and Yuge's experimental correlation [12] for com
bined convection are given in Table 2. 

Yuge's experimental correlations of Nu are as follows 

Nu = 2 + (NR+AR), for NR>NG and 0<Gr<1818 

Nu = 2 + (7VC+AG), for NR<NG and 0<Gr<1818 

where 
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Gr/Re2 

Fig. 10 The effect of Gr/Re2 on the ratio between Nu, the average 
Nusselt number of combined convection and Nu^, the average Nusselt 
number of forced convection 

NG = 0.392(Gr)025, NR = 0.493(Re)05 

AJR = A0exp(-/3(/V^-/VG)), AG = A0exp(-/w(/VG-/V,?)) 

A0 = 0.0192/VG
4, n=15/NG\ m = 31/NG

4 

It can be seen from Table 2 that the difference in Nu be
tween Yuge's correlations and the present results do not ex
ceed 10 percent. 
__The effect of the parameter Gr/Re2 on the ratio between 
Nu, the average Nusselt number of combined convection, and 
Nxxj-, the average Nusselt number of forced convection, is 
shown in Fig. 10. If the threshold values of significant 
buoyancy effects are defined by 5 percent departures from 
pure forced convection, the buoyancy effects become signifi
cant at Gr/Re2 > 0.5. 

Accuracy and Convergence 

The results seem to be useful even with the relatively coarse 
grid used in the present work. The fluctuations of data shown 
in Figs. 3 and 6 perhaps are due to the use of only eight ele
ment sides to form the surface of sphere. The position of the 
separation point was calculated by interpolating between two 
neighboring surface grid points with the reverse values of 
shear stress. The angular increment between two neighboring 
surface grid points in the present study was 11.25 deg. Ob
viously, the separation angle may not be very accurate with 
such a coarse grid. 

The numerical work was done on a CDC Cyber 172 com
puter. The minimum CPU time was 467 s for the case of Re = 
5 and Gr = 0. The maximum CPU time was 1575 s for the 
case of Re = 80 and Gr = 64,000. 

Conclusions 

The problem of laminar combined convective heat transfer 
from a hot sphere was studied by a finite element method and 
a cylindrical coordinate system. The full governing equations 
of motion and energy were solved in order to predict the 
details of the characteristics of flow and heat transfer. The 
results were obtained over the entire surface of the sphere in-

Journal of Heat Transfer 

eluding the zone beyond the point of separation. In com
parisons with previous experimental and numerical results, 
satisfactory agreement was observed. 
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ultiple Solutions for Buoyancy-
Induced Flow in Saturated Porous 
Media for Large Peclet Numbers 
The problem of buoyancy-induced secondary flow in fluid-saturated porous media 
is examined using a numerical model. The natural convection is coupled either with 
a forced axial flow or uniform internal heat generation. In both cases the model 
equations are shown to exhibit dual solutions over certain ranges of flow parameter. 
In the two-parameter space of aspect ratio and Grashof number, the flow transition 
between the two-vortex and four-vortex pattern can be explained in terms of a tilted 
cusp. 

1 Introduction 

The problem of buoyancy-induced flow in fluid-saturated 
porous media has been studied extensively in recent years. 
This is because the nonisothermal flow in porous media is of 
interest in a number of different areas such as: (J) geothermal 
engineering, (it) thermal enhanced oil recovery methods, and 
(Hi) heat loss through building insulations. The problems 
relating to the flow in porous media for geothermal systems 
have been reviewed by Combarnous and Bories [1] and Cheng 
[2]. The problems relating to the thermal recovery methods are 
complicated by the simultaneous flow of more than a single 
phase. In both these cases the effect of forced convection on 
the buoyancy-induced flow could be significant. However, 
this problem of combined free and forced convection in con
fined porous media has received little attention and hence it 
will be the focus of study in this work. The problem of heat 
loss through insulation is governed mostly by pure natural 
convection effects in confined porous media. This problem is 
perhaps the most widely studied one. Some of the main 
characteristics of this problem are summarized next as they 
will be referred to later. Based on the boundary condition, this 
problem can be further grouped as media heated from below 
and those heated from the sides. Of course, the case of steady 
uniform heating around the boundary is trivial for natural 
convection, but it is nontrivial for the mixed convection 
problem. For the natural convection problem there are signifi
cant differences in the flow characteristics between the bottom 
heated and side heated cases. The stability and flow 
characteristics of the bottom heated case have been examined 
by Lapwood [3], Wooding [4], Elder [5], and a number of 
others. This problem is akin to the Rayleigh-Benard problem 
in classical fluid mechanics and is known to exhibit hysteresis 
and multicellular flow patterns. On the other hand, the 
natural convection currents set up by side heating are mostly 
unicellular in nature. Walker and Homsey [6] have concluded 
that there are no steady two-dimensional flows which bifur
cate from the unicellular flow. Some of the recent studies on 
this problem have been by Shiralkar et al. [7], Bejan [8-10], 
and Prasad and Kulacki [11, 12]. This list is by no means ex
haustive and references to earlier work can be found in the 
above. Prasad and Kulacki [12] report a form of multicellular 
flow even for the case of pure natural convection with side 
heating at very large aspect ratios. However it is quite distinct 
from the cellular flow observed for the bottom heated case. 
The flow transition that we wish to investigate for the mixed 
convection problem has more in common with the flow transi
tions observed for the bottom heated case. 

Another aspect of flow in porous media that we wish to in
vestigate is the existence of multiple solutions under certain 

flow conditions. In this context Gebhart et al. [13] have 
reported multiple steady-state solutions for buoyancy-induced 
transport in porous media saturated with fluids exhibiting 
density extrema. The multiplicity here is believed to be due to 
the nonlinearity in the density versus temperature relationship 
resulting in the buoyancy force reversal. We confine our study 
to a fluid exhibiting a linear variation in density with 
temperature, i.e., we invoke the Boussinesq approximation. 
The flow transition and multiplicity in such a case are gov
erned by the exchange of stability [14, 16]. Similar phenomena 
are well known in the flow of a Newtonian fluid in ducts 
[17-19]. A classic example is the flow between two rotating 
cylinders, often called the Taylor-Couette flow. This problem 
can exhibit a complex pattern of multiplicities and flow transi
tion. Benjamin and co-workers [15, 16] have investigated this 
problem in a systematic manner. Flow transition and bifurca
tion in pressure-driven flow in curved ducts have been exam
ined by Nandakumar and Masliyah [17] and Dennis and Ng 
[18]. More recently Nandakumar et al. [19] have observed a 
similar phenomenon in the mixed convection flow of a Newto
nian fluid in horizontal ducts. The major difference between 
these earlier studies and the current one is the replacement of 
the Navier-Stokes equation with the Darcy equation (or the 
Brinkman extension of it) to model the flow in porous media. 
An important consequence of this is the omission of the con-
vective acceleration term, thus losing the quadratic nonlineari
ty in the equation of motion. Multiple solutions are possible in 
spite of the loss of this nonlinearity. 

2 Problem Definition 

Mixed Convection. Let us consider a horizontal porous 
layer (shown in Fig. 1) of width lb, height 2a, and permeabili
ty K. The porous medium is saturated with a single phase fluid 

insulated s: 
*. V 
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Aspect ratio, 
Y = b / a 

Fig. 1 Geometry and coordinate system 
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of density p and viscosity fx. There is an axial flow maintained 
by a constant imposed pressure gradient (dp' /dz')- In addi
tion, a constant rate of heat transfer per unit length Q' is 
maintained in the axial direction. The porous medium is 
isotropic and the flow is steady, fully developed, and two 
dimensional. In addition conduction in the axial direction is 
neglected. Omission of the axial conduction term in relation to 
the axial convection is justified if the Peclet number is large. 
The Boussinesq approximation is invoked to allow for a linear 
variation of density with temperature in the body force term, 
but all properties appearing elsewhere in the equations are 
assumed constant. Additional details can be found in [20] 

p = f>r[l-MT-Tr)] (1) 

where Tr is some reference temperature. Subject to the above 
conditions, the conservation equations for mass, momentum, 
and energy are as follows [2] 

V ' « v ' = 0 (2) 

K 

/* 
[ V ' p ' + p g]+K V ' V (3) 

( v ' . V ' 7 " ) = a V'2T' (4) 

Note that the Brinkman extension of the Darcy law is used for 
the momentum equation. The stream function and the axial 
vorticity are defined as follows 

v' = —• 
d\fr' 
dx' 

Q'=-
dv' 

dx' 

du' 

~d~y~ 

(5) 

(6) 

The equations were rendered dimensionless using the follow
ing scales 

u = u' /(v/a) 

x = x' /a 

T—T 

v=v' /(v/a) 

y=y'/a 

w= w ' / l 

\j/ = \j/'lv 

•'(--£-) (-f) 

(Q'/k) 

T-Tb 

(Q'/k) 

for Case 1, uniform wall temperature 
around the periphery 

for Case 2, top half insulated and 
bottom half heated at constant flux 

Note that the scale for the secondary velocities is (v/a) and 
that for the axial velocity is w0 = (-dp'/dx') (K/fi) whereK 
is the permeability of the medium. Before presenting the final 

nondimensional form of the equations, an order analysis of 
the energy equation (4) would be helpful. Since there is no 
natural scale (z0) in the z (axial) direction it will be chosen to 
make the axial convection term of order one. The energy equa
tion with the above scales becomes 

/ _dd_ dd \ ra2pw0-\/ dd \ 

V dx dy J L /n z0 J V dz J 

v2e+- V dz2 J (7) 

The terms in square brackets will be of order 1 if (z0/a) ~ (p 
• w0 a/ix), a Reynolds number based on the axial filter velocity 
and duct geometry. Then the energy equation becomes 

/ dd dd dd \ 1 1 d26 
(u +v +w = V20 + • r- (8) 
V dx dy dz / Pr Pe-Re dz2 

Thus the axial conduction term can be neglected if (Pe«Re) is 
large. Observe that the Peclet number can be increased by in
creasing either the Reynolds number or the Prandtl number. 
In pure natural convection problems (i.e., no axial flow) it has 
been pointed out1 that the Peclet number and Prandtl number 
are the same. The effect of Prandtl number and in particular 
that of the porous medium thermal conductivity on the flow 
and heat transfer characteristics has been the subject of discus
sion in the recent works by Somerton [26] and Prasad et al. 
[27]. In the present work we consider the limit of large Pe and 
hence neglect axial conduction. In addition, a thermally 
developed state is also imposed in the axial direction. This im
plies that dd/dz = [Pr A <w>]~' = const. With these restric
tions on the energy equation, the nondimensional forms of the 
equations of motion are presented below. 

Using the defining equations of stream function and vortici
ty (equations (5) and (6)), we get 

vV=-n (9) 
The axial component of equation (3) gives the axial velocity 
equation as 

V vf — w= — 1 (10) 

where £ = K/a2. 
Taking the curl of equation (3) the pressure term can be 

eliminated. The axial component of the resulting equation 
yields the axial vorticity transport equation 

The authors are grateful to the technical editor for bringing this to our 
attention. 

N o m e n c l a t u r e 

A 
b 

De 

g 
Gr 

h 
k 

K 
n 

Nu 
Pe 

one half the height of 
rectangle 
cross-sectional area 
one half of the width of the 
channel 
specific heat 
equivalent diameter = (4* 
total flow area/perimeter of 
duct) 
acceleration due to gravity 
Grashof number = (Q' g fi 
- K a/k v2) 
heat transfer coefficient 
thermal conductivity of the 
medium 
permeability 
normal to a bounding wall 
Nusselt number = (h De/k) 
Peclet number = Re«Pr 

Pr = Prandtl number of the 
medium = (Cp \i/k) 

p - pressure 
Q' = heat transfer rate per unit 

length of duct 
QG = heat generation rate per unit 

volume 
Re = Reynolds number = 

apw0/fi 
T = temperature 
v = velocity vector = (u, v, w) 

w0 = axial velocity scale = 
(-dp'/dz')(K/ii) 

x, y, z = coordinate directions 
a = thermal diffusivity 
/3 = coefficient of thermal ex

pansion 
y = aspect ratio = (b/a) 

V2 = two-dimensional Laplace 
operator 

6 = dimensionless temperature 
ix = viscosity 
v = kinematic viscosity 
£ = dimensionless permeability 

= (K/a2) 
p = density 
\p = stream function, equation 

(5) 
Q = vorticity, equation (6) 

Subscripts and Symbols 
= bulk quantity 
= lower critical point 
= reference quantity 
= upper critical point 
= a quantity at the wall 
= average quantity 
= dimensional quantity 
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£ V 2 f l - 0 = - G r 
36 

dx 
(11) 

Finally, the energy equation (4), subject to the condition of.ax-
ially uniform heat flux [i.e., dT/dz' = dT'b/dz' = Q'I(P Cp 

• <vf'> A'}] becomes 

V 2 0 - P r 
(• 

d6 

~~3x~ + v 
dd 

<w> A 
(12) 

Note that equations (9)-(ll) include the second-order term of 
Brinkman and thus permit the imposition of the no-slip condi
tion at the boundary. For small values of permeability (i.e., £ 
— 0) these equations reduce to the Darcy form (with w = 1 
and Q = Gr 36/dx) given below 

80 
V2i/< = - G r 

dx 
(13) 

For Darcy's model then, one has to solve only two equations, 
i.e., equations (12) and (13). However, the no-slip condition 
cannot be satisfied. For the Brinkman model four equations 
(i.e., equations (9)-(12)) must be solved. The second-order 
terms in equations (10) and (11) become dominant only for 
large values of £, but a large value of £ implies large 
permeability. Under these conditions, inertial effects may 
become important. This factor has been neglected in both 
models. In order not to violate the restriction of small inertial 
effects, our analysis must be restricted to small values of J. In 
this limit, as the Brinkman model approaches the Darcy 
model, the latter is used for the most part in this study. 
However, a few solutions are obtained with the full Brinkman 
model, in order to confirm that the solutions are not 
qualitatively different at low values of £, i.e., of the order of 

io-\ 
An elegant discussion of other restrictions on the model 

equations can be found in Walker and Homsy [6]. One point 
that needs to be reiterated is about the physical limitations in 
applying Darcy's model (or inertialess flow) at high Grashof 
number. Since Grashof number is defined by Q'g 13 Ka/k v2, 
high Gr implies either high permeability or a large heat 
transfer rate. In the former case inertia may be important 
while in the latter case temperature-dependent properties (par
ticularly viscosity) may be important. Hence we shall treat the 
equations (9)-(12) or (12) and (13) as a model system and ex
amine the bifurcation phenomena exhibited by this model. 
These models are valid approximations to the actual physical 
system within the limits set above. 

An impermeable boundary is assumed for the Darcy model 
while impermeability as well as no slip at the wall are assumed 
for the Brinkman model. The boundary conditions are: 

Darcy equation 

i/ = 0 around the boundary 

Brinkman equation 

\p = 0 around the boundary 

d2\P 
fl = dn2 normal to the wall 

(14) 

(15a) 

(156) 

w = 0 around the boundary (15c) 

For the energy equation, two different boundary conditions 
are considered. 

Case 1: 0 = 0 (uniform temperature around the periphery) 

(16) 

Case 2: 
36 

~3n 

36 

dn 

= 0 (top half insulated) 

1 
(bottom half heated at 

2 ( 1 + Y ) constant flux) 

(17a) 

(176) 

Since Case 2 is given in terms of the derivative boundary con

ditions around the periphery, the dimensionless bulk 
temperature must satisfy the following equation as shown in 
[20, 21] in order to obtain a unique temperature profile 

[ [ 6 wdxdy = 0 (18) 

Since a numerical solution procedure is used, it is beneficial to 
take advantage of the symmetry about x = 0. Thus the equa
tions are solved in the domain 0 < x < 1, - 1 < y < + 1 , 
with the symmetry conditions imposed at x = 0. This will 
clearly restrict the solution set to only those with an even 
number of cells. There is evidence from studies on Taylor 
flows [16] for the existence of solutions with odd number of 
cells in the flow domain. Although we recognize a similar 
possibility with the current problem, we focus attention only 
on the flow transition between the two- and four-cell patterns. 

The Nusselt number is calculated from the following 
expressions 

<Nu> = „ y ^ -77r-r for Case 1 (19«) 
(1+Y)2 <66> 

27 1 

(1+Y)2 « U 
for Case 2 (196) 

Natural Convection With Heat Generation. Although the 
Darcy's model equations (12) and (13) simulate the mixed con
vection flow in porous media, they represent a valid model for 
another physical system: pure natural convection (i.e., vc = 0) 
with heat generation. In this case the energy equation becomes 

37" . dT' 
P Cp(u' 

3x' 
-+v' 

dy ; ) - * v 2 r + Q0 
(20) 

where QG is the rate of heat generation per unit volume. If the 
temperature around the boundary is maintained at Tw, and 
the dimensionless temperature is defined as 6 -
(T' — T„')/{QG A '/k), then equation (20) becomes 

Pr (21) 
dO 36 \ . 1 
dx dy / A 

which is identical to equation (12), except for the sign of the 
forcing function which is determined by the direction of heat 
transfer. Thus the results for the uniform temperature 
boundary should be applicable for both the physical situa
tions. This analogy holds only for a Darcian model as the 
uniform heat generation in equation (20) is equivalent to 
uniform axial convection (with w= 1). For the Brinkman flow, 
the convection across the cross-sectional area is not uniform. 
The stability and flow behavior of natural convection with in
ternal heat sources in a porous medium bound between in
finite horizontal plates has been examined in [23]. More 
recently, Schulenberg and Miiller [25] have studied natural 
convection with heat generation with some potential applica
tion in the risk assessment of nuclear power plants. 

3 Method and Accuracy of Solution 

The governing partial differential equations were discretized 
using three-point central difference approximation for all in
ternal grid points, while forward and backward differences 
were used for the boundaries. The resulting algebraic equa
tions were solved using the successive relaxation method. For 
the Darcy momentum equation, the discretized equations were 
solved first for the temperature (energy equation (12)), then 
these temperature values were used in the momentum equation 
(13) to obtain the stream function \j/. The iteration was con
tinued until convergence. For the Brinkman model the se
quence of iteration was 0-R-yk Since wis not coupled with any 
other equation it was solved out of sequence for a given value 
of £. The Brinkman model was used for several values of £. In 
order to gain an appreciation for the grid size requirement, we 
tried to compare our results with some established values in 
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Fig. 2 Nusselt number for Case 2 in a square duct 

5000 10D00 

Table 1 Grid size sensitivity for buoyancy-induced flow in 
porous media (natural convection with side heating) 

Grid size Nu Nu [7] 

0.3 

0.2 

100 

500 

100 

2.1 
31 
41 
21 
31 
41 
21 
31 

X 
X 
X 
X 
X 
X 
X 
X 

21 
31 
41 
21 
31 
41 
21 
31 

3.462 
3.337 
3.258 
5.254 
5.094 
4.998 
1.860 
1.865 

3.097 

4.7783 

1.878 

1000 a change of grid size from 21 x 21 to 41 x 41 resulted in 
the bulk temperature change from 0.117 x 10"6 to 0.842 x 
10~7. For a grid size of 41 x 41, an increase in Grashof 
number from 1000 to 3000 resulted in a bulk temperature 
change from 0.842 X 10~7 to 0.130 X 10"6. 

The Nusselt number versus Grashof number results 
presented in this work were all obtained with a 41 x 41 grid. 
For a given aspect ratio, the critical Grashof numbers at which 
the flow transition from a two- to a four-vortex one occurs 
and vice versa were obtained using the bisection method as 
outlined below. Starting with a converged two-vortex solution 
at a low Grashof number (say 1000) as the initial guess, suc
cessive solutions are obtained at higher Gr by increasing its 
value in steps of, say, 1000. When a flow pattern change is 
observed in a step, say between 2000 and 3000, the sequence is 
repeated starting with the solution at the lower value (i.e., 
2000) and the step size for Gr is decreased by half (i.e., 500). 
This procedure could be repeated until the Grashof number 
range over which the two to four transition occurs is narrowed 
to within about 5 percent. This gives the upper critical point. 
The lower critical point, where the transition from four to two 
vortex pattern occurs, is obtained in a similar way. Since this is 
a computationally expensive procedure and since our 
numerical experiments for the mixed convection case did not 
indicate significant grid sensitivity, the critical points were 
determined using a 21 x 21 grid. 

Gr=i000 Pr=.73 AR=l 

Fig. 3 Contours of stream function and temperature for Case 2 

the literature. Since the mixed convection problem has not 
been studied before, we simulated the natural convection with 
side heating. This is readily accomplished by setting the forc
ing function in equation (12) to zero. The results are given in 
Table 1 for several aspect ratios and Rayleigh numbers. The 
results of Shiralker et al. [7] have been scaled to make them 
consistent with our definition of Nusselt number. The agree
ment with the literature values could be brought to within 5 
percent only by using a 41 x 41 grid. For mixed convection, 
the grid sensitivity was checked by increasing the grid resolu
tion from 21 x 21 to 41 x 41 for aspect ratio 1 and various 
values of Grashof numbers. For a Grashof number of 500 a 21 
X 21 grid resolution gave a Nusselt number value of 8.46 
whereas a 41 x 41 grid resolution gave a Nusselt number value 
of 8.44. For a Grashof number of 4000, where a four-cell flow 
pattern exists, 21 x 21 grid resolution gave a Nu number of 
19.08 whereas 41 x 41 grid resolution gave 19.11. For the bot
tom heated case, a measure of the closure error can be ob
tained by examining the residual in equation (16). The com
puted dimensionless bulk temperature was always less than 
10 "6 for all the converged solutions. For a Grashof number of 

4 Discussion of Results 

For the bottom heated case, the Brinkman model was solved 
for a few select cases of Gr and compared with the Darcy 
model. The quantitative agreement between the two models 
was within 13 percent for the dimensionless permeability of £ 
= 0.001. This difference went down to 4 percent for £ = 
0.0001. The secondary flow patterns for both models were 
quite similar with two counterrotating vortices appearing at 
low values of Grashof number. These cells are in a plane 
perpendicular to the axial flow. Thus the flow field is helicoid 
in nature. As the Grashof number is increased gradually the 
strength of the secondary flow increases, thus increasing the 
effectiveness of convective heat transfer. This is reflected in 
the increased Nusselt number seen in Fig. 2. On further in
crease in Grashof number, there is a gradual restructuring of 
the two-vortex solution close to the lower part of the duct. 
Soon a point is reached (labeled the upper critical Grashof 
number) beyond which the twin-counterrotating vortices 
become unstable and give rise to a stable four-vortex solution 
in a rather abrupt manner. This pattern is sustained with fur
ther increases in Gr. Now, starting with a four-vortex pattern, 
if the Grashof number is decreased, this pattern is sustained 
until a lower critical point is reached, below which the flow 
changes abruptly into a two-vortex pattern. As is evident from 
Fig. 2, there is a region of Grashof number between 1000 and 
3250 where both the solutions are possible, exhibiting a 
hysteresis behavior. The contours of stream function and 
temperature are shown in Fig. 3. Note that due to symmetry 
about the x = 0 axis, the contours are shown in only one half 
of the duct. The stream function contours are shown on the 
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Fig. 4 Region of dual solutions in the space of aspect ratio and 
Grashof number for Case 2 
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Fig. 5 Contours of stream function and temperature for Case 1 

right half of the duct while the temperature profile is shown on 
the left side. Thus Figs. 3(a, b) correspond to the two-cell pat
tern and Figs. 3(c, d) correspond to the four-cell pattern. Both 
the two- and four-vortex pattern as well as the increase in the 
strength of the secondary flow are evident from this figure. A 
thermal boundary layer structure near the lower boundary is 
evident for the two-vortex solution. Such is not the case, 
however, for the four-vortex solution. Thus a boundary layer 
analysis of this problem will not allow the four-vortex pattern 
to unfold. 

While the Brinkman model also exhibits these flow 
characteristics, the critical Grashof numbers, where the flow 
transition occurs, depend on the parameter £. The critical 
numbers were determined accurately using only the Darcian 
model (i.e., £ — 0 in the Brinkman model). The helicoid flow 
pattern observed here is in conformity with the observation by 
Combarnous and Bia [24]. They also observe an alternative 

_Q 15 

E 
z 
CD 
co 
co 
3 

Axially uniform flux 
peripherally uniform temperature 

P r = 1.0 four-vortex solution 

two-vortex solution 

100 1000 

Grashof Number 
Fig. 6 Nusselt number for Case 1 in a square duct 

flow pattern of moving roll cells for Peclet numbers less than 
0.75. In our model equations, we have implicitly assumed a 
large Peclet number by neglecting axial conduction. Hence the 
alternative pattern observed by Combarnous and Bia [24] 
could not be found in this work. 

The bifurcation between the two- and four-cell patterns was 
investigated further by changing the aspect ratio of the duct 
over a range of 0.6 to 3.0. Over 300 simulation runs were per
formed to determine the variation of the upper and lower 
critical Grashof numbers with aspect ratio. They are shown in 
Fig. 4. As the aspect ratio is decreased below one, both the up
per and lower critical Gr increase very rapidly. For an aspect 
ratio of 0.5 the numerical method failed to converge before 
the critical points could be reached. On the other hand, as the 
aspect ratio is increased, the critical values decrease. For 
aspect ratios greater than 3 we once again experienced con
vergence difficulties. At larger aspect ratios we should expect 
the evolution of multicellular flow structure. But the current 
numerical method is not well suited for computing such flows. 
However, the method provides accurate results over the range 
of parameters (7, Gr) where it converges. The results shown in 
Fig. 4 are estimated to be within 5 percent tolerance. Since 
there are two possible modes of behavior (the two-cell and the 
four-cell pattern) and two controlling parameters (7, Gr), the 
changeover from one mode to the other, as the control 
parameters are varied, could be interpreted in terms of a cusp 
catastrophe. The critical curve shown in Fig. 4 is typical of a 
tilted cusp. Similar behavior has been observed by Nan-
dakumar et al. [19] for the mixed convection flow of a Newto
nian fluid in empty ducts. The main difference between the 
two problems is the lack of the convective term (with a 
quadratic nonlinearity) in the momentum equations for 
porous media. Thus the nonlinearity of the convective term in 
the momentum equation does not appear to be the cause of 
multiplicity. The common feature between the two problems is 
the specific manner in which the momentum and energy equa
tions are coupled. In fact this feature is common to the Taylor 
[14-16] and Dean [17, 18] problems as well. All these 
problems in the classical fluid mechanics are known to exhibit 
dual solutions. The Taylor problem, in particular, has been 
studied extensively [15, 16] by Benjamin and co-workers and is 
known to exhibit profuse multiplicity and certain anomalous 
mode behavior. Hence there is reason to believe that the cur
rent problem can also exhibit many of these features at larger 
aspect ratios. However, this would require the use of more ad
vanced numerical methods. 

We did not investigate in any detail the effect of the second-
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order viscous terms in the Brinkman model on the bifurca
tion phenomena, as they become dominant only in the region 
(£ > 1) where the validity of the model itself is in question. 

Uniform Temperature Around Periphery. Numerical solu
tions were also obtained for the case of axially uniform flux 
and peripherally uniform temperature. As one would-expect, 
the driving force for secondary flow would be much weaker in 
this case. Yet this case also exhibits many of the same 
phenomena observed for the bottom heated case. The con
tours of temperature and stream function are shown in Fig. 5 
and the computed Nusselt numbers are shown in Fig. 6. Since 
the secondary flow is weaker the bifurcation occurs at much 
higher Grashof numbers. The lower and upper critical 
Grashof numbers are 2250 and 11,500, respectively. The cusp 
curve was not determined in this case because of computa
tional expense. One noticeable difference between the two 
boundary conditions is the crossover of the Nu versus Gr 
curve for the bottom heated case. One plausible explanation 
for this is as follows. In Fig. 2, consider a Grashof number to 
the left of the crossover point. In the two-vortex case, the heat 
delivered to the lower wall is convected effectively over the en
tire flow domain. However, such is not the case for a four-
vortex solution at the same Grashof number. Since there is no 
flow across the cell boundary, heat transfer across this surface 
of zero stream function can be only by conduction. This sets 
up a local hot spot around the center of the lower wall where 
the new cells have formed. Thus the effectiveness for heat 
transfer, and hence the Nusselt number, is lower for the four-
vortex case than for a two-vortex one. However, as the 
Grashof number is increased, the convective mechanism which 
delivers and removes heat across the cell boundary becomes 
intense, thus showing a steeper slope in this region of Grashof 
number. Thus the crossover is due to two competing 
mechanisms, one dominating on either side of the crossover 
point. This crossover is not observed in Fig. 6 for the uniform 
temperature case. Similar behavior was observed for the 
Newtonian fluid as well in a separate study [19]. We believe 
that it is due to the following two differences in the observed 
behavior. In the first place there is no hot spot at the lower 
wall near the newly formed cells as the entire wall is main
tained at a uniform temperature. Secondly the lower and up
per critical Grashof numbers are increased from 1000 and 
3250 respectively for Case 2 to 2250 and 11,500 for Case 1. 
Thus convection due to secondary flow is established as the 
dominant mechanism by the time a stable four-vortex solution 
is realizable for Case 1. 

Conclusion 

The mixed convection flow in porous media, subjected to 
the condition of axially uniform flux, has been solved 
numerically. Dual solutions have been observed for this 
problem over certain ranges of flow parameter. The variation 
of the critical Grashof number with aspect ratio follows that 
of a tilted cusp. Use of the Brinkman model to account for the 
no-slip condition does not alter the qualitative behavior 
significantly in the region of low permeability. 
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The Influence of Coupled 
Molecular Diffusion on Double-
Diffusive Convection in a Porous 
Medium 
The effect of coupled molecular diffusion on double-diffusive convection in a 
horizontal porous medium is studied using linear and nonlinear stability analyses. In 
the case of linear theory, normal mode analysis is employed incorporating two cross 
diffusion terms. It is found that salt fingers conform by taking cross-diffusion terms 
of appropriate sign and magnitude even when both concentrations are stably 
stratified. The conditions for the diffusive instability are compared with those for 
the formation of fingers. It is shown that these two types of instability will never oc
cur together. The finite amplitude analysis is used to derive the condition for the 
maintenance of fingers. The stability boundaries are drawn for three different com
binations of stratification and the effect of permeability is depicted. 

1 Introduction 

The problem of stability of a two-component quiescent 
layer of fluid in a porous medium subject to gradients of 
temperature and concentration is important in geophysics, 
particularly in saline geothermal fields where hot brines re
main beneath less saline, cooler ground waters. In such a two-
component fluid (say heat and salt) the diffusivity of heat is 
usually more than the diffusivity of salt; thus, a displaced par
ticle of fluid loses any excess heat more rapidly than any excess 
solute. The resulting buoyancy force may tend to increase the 
displacement of the particle from its original position causing 
instability. The same effect may cause overstability involving 
oscillatory motions of large amplitude. 

Convection in a two-component fluid is characterized by 
well-mixed convecting layers which are separated by relatively 
sharp density steps. These steps may be of the "finger" or 
"diffusive" kind and both types of interface must enable a net 
release of potential energy preferentially transporting the 
destabilizing property. Salt fingers will occur when warm salty 
water overlies cooler fresher water and the diffusive in
stabilities will occur when warm salty water underlies the fresh 
cooler water. In other words, in a two-component system, in 
the absence of cross diffusion, at least one of the components 
should be destabilizing. However, in the presence of cross dif
fusion produced by simultaneous interference of two 
transport processes, e.g., Soret and Dufour effects (Patil and 
Rudraiah, 1974, 1980; andKnobloch, 1980) the situations may 
be quite different. 

In pure viscous flow, although many investigators (Hurle 
and Jakeman, 1971; Giglio and Vendramini, 1975, 1977a, 
1977b; Knobloch, 1980; McDougall, 1983) have studied the ef
fect of cross diffusion (i.e., Soret and Dufour) on double-
diffusive convection, the quantitative description lags behind 
because of the uncertainties of the values of cross-diffusion 
coefficients Dl2 and D2i • 

For a saturated porous medium, the phenomenon of cross 
diffusion is further complicated due to the interaction between 
fluid and porous matrices and accurate values of cross-
diffusion coefficients are not available. This makes it impossi
ble to proceed to a quantitative discussion of the theoretical 
analysis of cross-diffusion effects in a porous medium. 
Recently, Patil and Rudraiah (1980) have studied the effect of 
only the Soret coefficient on the onset of convection in a 

porous medium. They found that the critical Rayleigh number 
decreases with increase in the positive values of the Soret coef
ficient and for negative values they found a discontinuity at 
- 0 . 0 1 . Further, they conclude that for the values of Soret 
coefficient less than -0 .01 a separation due to Soret effect 
gives rise to unexpected stability. They also conclude that rigid 
boundaries make the flow more stable even when there is ther
mal diffusion. 

The influence of both the molecular cross-diffusion terms 
on the onset of double-diffusive convection in a porous 
medium, which gives some interesting results, has not been in
vestigated so far and the study of this is one of the objectives 
of this paper. 

This study reveals the following two surprising results 
emerging from the linear analysis as in the pure viscous flow 
discussed by McDougall (1983). Under certain range of cross-
diffusion coefficients a situation favorable for finger (or dif
fusive) instability may also give rise to diffusive (or finger) in
stability. Furthermore, finger and diffusive instabilities may 
exist even when both components have stabilizing effects. 

2 Mathematical Formulation 

We consider a horizontal densely packed porous layer of 
thickness d saturated with Boussinesq binary fluid subject to 
solute gradients AT and AS. Here both T and S represent 
solute concentrations, and positive AT and AS imply the con
centrations are greater at the bottom. For simplicity we deal 
only with the two-dimensional instabilities from a rest state 
that the uniform T and S gradients across the porous layer. 
The basic equations (with the Darcy-Lapwood model as 
momentum equation) are 

da 1 p v 
(q . V)q= V P + - g—— q (1) 

Po Po k dt 

dT 

It 

8S 

+ (q»v)r=z)11v
2r+Z)12v

2s (2) 
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— + ( q . V ) S = J D 2 2 V 2 S + £ ) 2 1 V 2 r (3) 
at 

V"q = 0 (4) 

p=p0(l+a,T+asS). (5) 

Since the porous medium is assumed to be densely packed, the 
Brinkman model incorporating a diffusion term is not valid. 
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Further, the resistance offered to the flow by the elements of 
unit volume of the medium is small enough that the nonlinear 
inertia term might not be negligible. Therefore, we retain the 
nonlinear inertia term and neglect the duffusion term in equa
tion (1). 

The property T is assumed to have diffusivity larger than 
that of S, i.e., Du < D22. Choosing a coordinate system (x, z) 
such that x is horizontal and z vertical upward, we define a 
stream function i/< by 

q={„, ») = (—,-—). (6) 

By taking the curl of (1) and using (6) we obtain 

/ d K \ , , dT dS 
(7) 

whereN = d(t, V 2 * ) / d ( x , z). 
We now introduce nondimensional variables in the usual 

way so that the deviations of T and S from linear vertical gra
dients -AT/d and -AS/d are normalized by AT and AS, 
respectively, and the time scale is d2 D-\ Equations (2), (3), 

and (7) are now expressed in terms of the dimensionless 
variables 

& - " ) 
D, AS 

( • 

- T V 

A i 

) Dn 

AT 

AT 

V2S = L -
~dx 

AS 
V2T=M-

d^ 

~~d~T 

/ I d 1 \ , , „ dT „ dS N 

V a dt PU dx dx a 

(8) 

(9) 

(10) 

where L = d(i, T)/d(x, z); M = 3(i/*, S)/d{x, z). 
These equations are discussed subject to the boundary 

conditions 

^ = r = S = 0 a t z = 0 , l . (11) 

We deal with the linear and nonlinear theories separately in 
the remaining part of this paper. 

3 Linear Analysis 

In the case of linear theory, we neglect the Jacobian terms 
N, L, and M and we look for the solutions to equations 
(8)-(10) of the form 

i/<0 sin a-KX 

T0 cos airx 

S0 cos a-wx 

ept sin n-wz (12) 

which satisfy equation (11). 
Substituting equation (12) into equations (8)-(10), and 

eliminating \p0, T0, and S0, we obtain the dispersion relation 

p3 + la/Pl+82
n(l + T)]p2 +[ir(l+r)a/Pl+r8l}d2, 

+ a • 
(ait)2 

(Ra + R a i - ^ ) ] p + <r[-^-+ (air)2 

lrRa + Ra s- JB) 1 = 0 (13) 

where 

82=ir2(a2 + n2) 

^ Dl2D2l 
A = 

B = -

o(aw)2 

St D„D 12-^21 

Pl(air)2 DnDi 

D7 

DM AS 
Dn AT 

AT 

Ra 

If we define 
D 

Ra + Ras 

TRa + Ra, 

n AS 
Ra, 

-A-

-B-

-- Rae + Ra? 

: rRac + Ra? (14) 

then the dispersion relation (13) reduced to the one given by 
Rudraiah et al. (1982) for a two-component fluid in the 
absence of cross diffusion (i.e., when Dn = D21 = 0). The 
equivalent Rayleigh numbers are then given by 

B-A 
Rae = Ra + -

Ra? = Ra, + -

1 - T 

TA-B 

1-
(15) 

This is true for general concentration gradients. Depending on 
the nature of the gradients we will have a finger and diffusive 
instabilities. These will be discussed in the remaining part of 
this paper. 

4 Finger Instability 

The conditions for the onset of finger instability in double 
diffusive convection are 

Ra?<0; Ra c >0; - R a f > r R a c + -
4TT 2 

(16) 

where the factor 4TT2 is equal to bA
n/(air)2 at the most unstable 

value of n = 1 and a = 1. Expressing the third inequality in 
(16) in terms of physical Rayleigh numbers, we obtain 

4TT2 

- R a s > T R a + —— B. (17) 

Now for Ra > 0, that is for the density gradient due to the fact 
that the faster diffusing component a,Tz is negative and hence 
statically stabilizing, this inequality takes the form 

N o m e n c l a t u r e 

d = 

D, 

Dr 

D„ = 

D-, 

distance between two k = 
horizontal boundaries 
diffusivity of T p = 
component p = 
diffusivity of S PI = 
component q = 
cross-diffusion term Ra = 
caused by S component 
cross-diffusion term Ras = 
caused by T component 
acceleration due to gravity S, T = 

permeability of the porous 
medium 
growth rate 
pressure 
k/d2 = porous parameter 
mean filter velocity 
atgATd1/Dn = Rayleigh 
number with respect to T 
asgASd3/Dn = Rayleigh 
number with respect to S 
diffusion components 

t = 
(x, y, z) = 

P 
T 

Subscripts 

0 = 
S = 

t = 

time 
space coordinates 
expansion coefficient 
kinematic viscosity 
fluid density 
^ 2 2 ' ^ l l 

reference scale 
S component 
T component 
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/ »Ai A { 1 « A / a, Dn A 
V a,/?!, / ra,rz V a s Du ) 

471-2 J A A 2 A i \ 
P/ Ra 

(18) 

where asSz/a,Tz is equal to Ra s/Ra. For Ra < 0, that is a,Tz 

> 0, the above inequality is reversed. The hydrostatic stability 
is assumed by Ra = Ras > 0, atTz + asSz <0 . For large Ra 
compared to 4v2/Pl, the right-hand side of (18) is approx
imately zero and so the condition for the formation of fingers 
in the presence of cross-diffusion terms is 

-^TV 77^)> T(1 -FTV (19) 

a,Tz \ asDn / \ a, D22 / 
with a,Tz < 0 and asSz > 0. In the absence of cross-diffusion 
terms (i.e., Dl2 = D2I — 0), equation (19) reduces to 

asSz 

<*tTz 
>T. (20) 

From inequality (19), it is clear that a positive D2l (which 
means that the flux of more slowly diffusing component S is 
augmented by the T gradient) encourages the formation of 
fingers, whereas a positive Dl2 discourages their appearance. 

Now consider the case where the two horizontal boundaries 
are imprevious to the S property, but a constant difference of 
T property is maintained. We study the stability of the system 
when the vertical flux of S is zero at all depths and so Ra and 
Ras are related by Ra^/Ra = - asD2l/a,D22. Using this in 
(18) we obtain 

1 D22 1 a 

4TT2 

PI R a V Dn D22 )y (Zl) 

If both Tand S are stably stratified, i.e., atTz < 0, asSz < 
0, then we see from equation (18) that a neceasary condition 
for the formation of fingers in either asD2l/ot,D22 > 1 or 
a,D21/asDn > 1. 

Diffusive Instability 

By setting the growth rate p to be purely imaginary we ob
tain the conditions required for the diffusive instability in the 
form 

Raf>0, Ra e <0, 

- R a e > 
(a+b2„Pl) 

Rac + -
bi {\+r)(<y+rb2„Pl) 

(22) 
(a+b2

nPl) "~s ' Pl(air)2 a 

In terms of physical Rayleigh numbers, the last inequality in 
(22) takes the form 

(a + r^Pl) b2
nPlB-A[a+b2„Pl{\+T)} 

~ R a > (a+b2Pl) R a * + (^W) 

4ir2 (\+T)(a + Tb2„Pl) 
(23) 

D2, = 0), 

(24) 
(a + S2

nPl) s Pla 

which coincides with the one given by Rudraiah et al. [9]. For 
large Ra compared to (4ir2/P/) and when a,Tz and asSz are 
assigned independent values, we obtain the condition for the 
diffusive instability in the form 

PI a 

In the absence of cross-diffusion terms (i.e., DX2 -
equation (23) reduces to 

(o+rb2
nPl) 4 T T 2 ( H - T ) ( ( T + T 5 2 P / ) 

— K.3. > —; rv—~~— *^&s ~^ 

*,Tt[% blpl 
asD2l (a + b2

nPlY 

v-tD'x 

-((T/PI 

T62
n 

orsSz _ 
or,Tz " 

t i ' n l 

0-15 

Fig. 1 Stability boundaries as a function of «s
D2l''Y(D22 a n d 

atDi2lasDn for atT2 < 0, asSz < 0 

+ asSz \b2
nPl - ^ - + (<x+Tb2„Pl)] >0. (25) 

When both 7* and S are stably stratifed (i.e., a,Tz < 0, asSz < 
0) the above inequality shows that for small porous parameter, 
a large negative cross-diffusion coefficient (either 
oLtDl2/asDn or usD2l/<x,D22) is required for diffusive 
instability. 

If the two horizontal boundaries are impervious to the S 
property and a constant difference of the T property is main
tained, inequality (23) with Ra s /Ra = - asD2l/a,D22 and Ra 
< 0 takes the form 

a,D22 \ a ) L Du D22 J 

4TT2 1 ( 1 + T ) T 
-Uo + Tb2

nPl)(<j + b2„Pl) PI Ra a2 

- (S2
nPl)2 

Dv D, 
(26) 

A i D22 J" 

The general condition for the onset of fingers, analogous to 
equation (25), is 

« .A i A „ / a,Dl2 

\ a,D22 / \ asDu / <0. (27) 

We now treat a, Tz and asSz as externally imposed and plot the 
two inequalities (25) and (27) on the axes otsD2l/a,D22 and 
atDl2/asDn, subject to static stability constraint a,Tz + asSz 

< 0. Figures 1-3 show the regions of finger and diffusive in
stabilities for the three possible distributions of a,Tz and asSz. 
The two straight lines through the points (1,1) and (.- (a I PI + 

. T 5 2 ) / 5 2 , —(aI PI + S2)/<52) have the same slope. These 
stability boundaries show that the two types of double dif-
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Fig. 2 Stability boundaries as a function of 
«fD12'«sD11 toratTz < 0,asSz > 0 

«sD2l'«(D22 and Fig. 3 Stability boundaries as a function of asD2 i /a (D22 a n d 

«(D12'«sD11 'ora (Tz < 0, asSz < 0 

fusive instability will never occur together, even though both 
types of instability can occur in concentration gradients that 
are normally conducive to the other type of instability. 

6 Finite Amplitude Finger Analysis 

We assume that the motion is only in the vertical direction 
(i.e., u = 0, v = 0, w ?± 0) so that the nonlinear advective 
terms in the momentum equation are zero. The z component 
of Darcy equation is 

1 dP v 
0= g(atT+asS)-—w. (28) 

Po dz k 
The equations for conservation of T and S are 

wTz=DnV
2T+Di2V

2S (29) 

wSz=D22V
2S + D2lV

2T. (30) 

Since horizontal velocities are zero, from the continuity equa
tion we have dw/dz = 0 which implies that w is a function of 
only x and^, i.e., w = w(x, y). Also the horizontal momen
tum equation shows that P is a function of only z. Hence from 
(5.1) we write 

T{x,y,z) = f{z) + T'(x,y) 

S(x,y,z)=S(z)+S'(x,y) (31) 

where the overbar means an average in the horizontal plane 
and T' and S' are fluctuations with zero horizontal average. 
Substituting equation (31) into equations (29) and (30) and 
taking a horizontal average we obtain either 

DnD22-DnD2l=Q 

or 

We assume that DnD22 - Dl2D22 ^ 0, so that equation (32) 
holds. Equation (28) and its horizontal average yield 

0=-g(atT'+usS')-—w. (33) 

(34) 

(35) 

Equations (29) and (30), using (31) and (32), become 

wTz=Dnv]T' +Dl2V
2S' 

wSz=D22v\S'+Dnv\T' 

where V? = d2/dx2 + d2/dy2. 
We look for solutions of equations (33)-(35) in the form 

(w, T',S') = (w0, T0, S0) cos mxcos ny. (36) 

Substituting equation (36) into equations (33)-(35) and 
eliminating vv0, T0, and S0 we obtain 

-a,Tt(-^- D2l -D22) - c * A ( — Dl2-Dn) 

vh2 

Ik 
(DnD22-Dl2D2l) (37) 

where <52 = (m2 + n2). We assume that (DnD22 - DnD2l) > 
0, so that the left-hand side of equation (37) must be positive. 
We consider the case where Tis stably stratified, i.e., a,Tz < 
0; fingers will form if 

V a, D22 ) \ T a, 
A 
f. 

Dy 

D, 
• l ) > 0 (38) 

dP-t (PS 
= 0, —^- = 0. dz dz2 (32) 

If Tis unstably stratified, i.e., a,Tz > 0, then the inequality 
is reversed in (38). We see that the inequality (38) is the same 
as (18) except for the term proportional to (4T2/PI) (1/Ra). 
The gradients fz and Sz in (38) are the vertical gradients of 
horizontally averaged T and S fields whereas the gradients Tz 
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and Sz in (18) are uniform in the horizontal direction and are 
the gradients that exist before any fingering sets in. 

We now consider the following two cases: (i) Dl2 = 0 and 
D2l * 0; (H) D12 * 0 and D2X = 0; where both T and S are 
stably stratified (i.e., a,Tz < 0 and asSz < 0). 

Case (0 Du = 0 and D2l ^ 0. In this case where the cross 
diffusion affects the flux of S alone, inequality (38) takes the 
form 

We observe from inequality (39) that the fingers will be 
formed readily for small asSz and large atTz. 

Case (ii) Dn ^ 0, and D21 = 0. In this case the cross diffu
sion affects only the flux of T. Inequality (38) takes the form 

Thus when Du = 0, the fingers are favored by small a,Tz and 
large asSz. 

In the case where both Dl2 and Dl2 are nonzero, we con
clude from inequality (38) that the onset of fingers will be 
favored by large positive values of D2l and Dn and at least 
one of usD2x/atD22 and a,D22/asDn must exceed unity. Thus 
even if both T and S are stably stratified, finger convection 
can still occur if the cross-diffusion terms are large enough to 
satisfy inequality (38). This is due to the fact that the cross dif
fusion between the fingers allows the release of potential 
energy even though no separate concentration is unstably 
stratified. 

7 Discussion 

Double-diffusive convection in a porous medium with large 
cross-diffusion terms when the vertical gradients of the two 
solutes T and S are stably stratified is studied using in
finitesimal and finite amplitude analysis. The stability boun
daries are drawn in Figs. 1-3. It is found that the two types of 
double-diffusive instabilities (finger and diffusive) will never 
occur together even though both types of instabilities can oc

cur in solute gradients that are favourable to the other type of 
instability. It is possible to have finger or diffusive instability 
even when both T and S are stably stratified by taking cross-
diffusion coefficients of the appropriate sign and magnitude. 
This is due to the fact that even if both T and S are stably 
stratified, it is the cross diffusion that allows the release of 
potential energy and make the system unstable. The porous 
parameter PI reduces the effect of cross diffusion. When both 
T and S are stably stratified, large negative cross-diffusion 
coefficients (either a,Dl2/asDn or asD2l/a,D22) are required 
to have diffusive instability. 
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Growth of Flame Front Turbulence 
An experimental study was performed on the growth of flame front turbulence by 
stimulating a laminar propagating flame with weak pressure waves, which were 
generated by sudden breaking of the membrane separating a small chamber from the 
combustion chamber. The flame front behavior was explored by using high-speed 
schlieren photography. About one millisecond after the first weak pressure wave 
passed the flame front, a very fine disturbance appeared at the central part of the 
flame front, where no effect ofthe wall turbulence could appear. Then, the area and 
strength of the disturbance were observed to increase rapidly. The effects of the 
pressure wave intensity, fuel concentration, and fuel type on the growth of this type 
of flame front turbulence were examined in detail. 

Introduction 

The results of previous theoretical studies on flame front in
stability indicate that once flame front turbulence appears, it 
continues to grow during propagation through a gaseous flam
mable mixture, even if the mixture is uniform and nontur-
bulent [1-4]. Knowledge of the growth of the flame front tur
bulence in such a case seems very important to our 
understanding of flame behavior during accidental gas 
explosions [4-8] or in spark ignition engines [9]. 

Many studies have been carried out to study flame front in
stability [1-20], and various types of flame front turbulence 
were examined in detail. However, in very few experiments 
were the mechanisms of the growth of flame front turbulence 
clearly identified. 

Studies of gas explosions in fuel gas-air mixtures showed 
that a sufficient distance is needed for a laminar flame, prop
agating through a uniform quiescent mixture, to become tur
bulent without wall friction effects [6, 21, 22]. However, in a 
laboratory-scale combustion chamber, it is not easy to 
generate turbulence at a propagating laminar premixed flame 
free from the turbulence caused by wall friction. Therefore, to 
observe the development of flame-induced turbulence using a 
laboratory-scale combustion chamber, application of some 
stimulation to the flame front seems indispensable [11, 12]. It 
is obvious that even in such a case flame front deformation 
caused by the overall gas flow induced by the stimulation is 
undesirable, because some types of flame front turbulence are 
very likely masked [2, 11, 12, 18]. Thus, for the observation of 
the initial development of flame front turbulence it is 
necessary to apply stimulation weak enough not to overly 
deform the flame front. 

A shock wave was employed for this purpose by Markstein 
[2, 11] and Rudinger and Somers [12], and flame front tur
bulence was reported to have been observed. However, its 
behavior was found to be different from theoretical predic
tions under steady conditions. Concerning the discrepancy, 
Markstein mentioned, "In view of the impulsive acceleration 
of very short duration associated with passage of a shock 
wave, the concept of Taylor instability may have to be 
modified considerably" [11]. This means that if stimulation 
weak but sufficient to initiate flame front turbulence were 
employed, the experimental results should coincide well with 
theoretically predicted ones. However, few experimental 
studies have been performed which are appropriate to com
pare with the results of theoretical predictions under steady 
conditions. 

In the present study, therefore, the processes of the growth 
of flame front turbulence have been experimentally explored 
when a flame, being stimulated by a weak pressure wave, 
propagates through a uniform flammable mixture without 
turbulence. 

Pressure Transducer Tj 

Pressure Transducer T2 

Membrane f ? fragile Part 
(Tracing Paper) ' ' 

T t 
Fuel Gas Air 

Fig. 1 Schematic of experimental setup 

Experimental Apparatus and Procedure 

The experimental setup is shown schematically in Fig. 1. 
The combustion chamber used was rectangular, the inside of 
which was 92 mm x 128 mm in cross section and 460 mm 
long. Two windows having 90 mm X 200 mm optical glass 
plates were installed on the side walls. A small chamber used 
to generate weak pressure waves was connected to the combus
tion chamber at one end. This structure is similar in several 
respects to that used by Markstein [11]. The main difference is 
the strength of pressure waves generated. The pressure waves 
generated in the present apparatus only slightly affected the 
overall flame front configuration so that the initial develop
ment of the fine structure of flame front turbulence could be 
observed. The cross section of the pressure wave generator 
was the same as that of the combustion chamber, and its 
length was varied to control the intensity of the generated 
pressure wave. The lengths adopted in the present experiments 
were 10, 20, 30, and 40 mm. Before starting each test, the 
small chamber was separated from the combustion chamber 
by using a membrane of tracing paper. On the other end of the 
combustion chamber, a fragile part was installed, which was 
designed to be broken at the final stage of each test so that the 
windows did not break due to pressure rise. 

Fuels used in the present experiments were methane and 
propane. Methane or propane was injected into the air-filled 
combustion chamber as a strong jet and mixed with air. The 
mixture in the combustion chamber became uniform within 
one minute after injection due to strong turbulence induced by 
the fuel jet. The uniformity was confirmed by schlieren 
photography. The velocity of the gas flow induced by the fuel 
jet also became sufficiently small within one minute so that no 
effect of residual turbulence of the gas flow could be observed 
on flame propagation. The mixture composition was con
trolled by changing the amount of fuel injected into the com
bustion chamber. In the following sections, the mixture com
position will be represented by the equivalence ratio <j> defined 

Contributed by the Heat Transfer Division and presented at the 23rd 
ASME/AIChE National Heat Transfer Conference, Denver, Colorado, August 
4-7, 1985. Manuscript received by the Heat Transfer Division October 3, 1985. 

4 = ([Fuel]/[Air])/([Fuel]/[Air])„ 

More than one minute after the injection of fuel, the mix-

Journal of Heat Transfer NOVEMBER 1986, Vol. 108/877 
Copyright © 1986 by ASME

  Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



-50-40 30-20 -10 0 10 20 30 40
Time, t. ms

S='-::~
\,1,
.".

Flash trigger

-

>
Ci....
tf
:l!!
<0
No
o

~
o 50 100..

Fig. 2 Series of schlieren photographs representing the flame prop·
agation through a methane-air mixture of .p=1.1, 1=40 mm

Fig. 3 Instantaneous schlieren photograph of flame front at t == 2 ms,
.p==1.0, 1=40 mm

Fig. 4 Pressure record and flash timing
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Fig. 5 x-t diagram representing flame propagation through a
methane-air mixture having", = 1.1 presented in Fig. 2: x = 0 represents
the position of the leading flame front at t = 0; t represents the time after
the first pressure fluctuation passes the flame front

tracing paper sheet during flame propagation. In the present
experiments, the tracking paper sheet broke when the pressure
in the combustion chamber became 30 - 40 kPa higher than
the initial pressure. The amplitude of pressure wave at the
flame front was estimated to be less than 10 kPa.

The flame behavior was recorded by a high-speed schlieren
system composed of a high-pressure 500 W mercury vapor
lamp; two concave mirrors, 300 mm in diameter with a 3000
mm focal length; a knife edge; and a 16 mm high-speed cine
camera.

The image recorded on film using a 16 mm high-speed cine
camera was not sufficient to examine the details of the tur
bulent flame front. Thus, the turbulent flame front was also
recorded by an instantaneous schlieren system composed of a
flash lamp, an optical setup the same as the high-speed

10 20

Scale

6

ture was ignited by an electric spark, beginning the propaga
tion of a laminar premixed flame.

The pressure wave was generated by sudden breaking of the

____ Nomenclature

[Air] mole fraction of air in the
mixture

[Fuel] mole fraction of fuel in the
mixture

1 = length of the small chamber,
mm

p* = pressure which induces the
overall acceleration or
deceleration of gas,
g/(cmos 2)

time after the first pressure
wave passes the flame front,
ms

T] pressure transducer location
near the spark gap

T2 pressure transducer location
far from the spark gap

v velocity vector of gas, cmls
x = distance from the position of

the leading flame front at
t=O, em

p density of gas, g/cm3

</> equivalence ratio of the
mixture

Subscripts

n normal to flame front
st = stoichiometric
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Fig. 7 Eflect of the amplitude of pressure fluctuations on turbulence
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Fig. 9 Turbulence development at flame fronts propagating through
propane-air mixtures having various compositions; 1=40 mm

Fig. 8 Turbulence development at flame fronts propagating through
melhane-air mixtures haVing various compositions; 1=40 mm

Various Effects on Turbulence Development. The effect
of the pressure wave intensity on turbulence growth at prop
agating flame fronts was examined by changing the length lof
the small chamber. Typical results are shown in Fig. 7. For
each length I, three schlieren photographs at t = 1, 4, and 7 ms
are presented. For 1= 20 mm, no perceptible turbulence can be
found in the set of photographs. For 1= 30 mm, a trace of tur
bulence appears at t = 1 ms, and appreciable turbulence is
observed at the central part of the flame front when t = 4 ms.
When t = 7 ms, the intensity and scale of turbulence are found
to be much larger than those for t = 4 ms. For l = 40 mm, slight
turbulence, similar to that at l = 30 mm, appears at t = 1 ms,
and the turbulence amplitude at t=4 ms and 7 ms is much
larger than that for l= 30 mm at the same value of t.

The effect of fuel concentration on the processes of the tur
bulence growth was also examined. Representative results are
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schlieren system, and a 35 mm camera. The 25 its flash was
synchronized with the time when the pressure inside the
chamber attained a predetermined value.

The pressure variations during flame propagation were
recorded using two pressure transducers T 1 and T2 shown in
Fig. 1. The signals obtained by them were amplified and
recorded with a waveform storage system and displayed on the
screen of a synchroscope as well as a pen recorder.

Results and Discussion

Time. t. ms

Fig. 6 Pressure fluctuations recorded during flame propagation
through a methane-air mixture with", = 1.1 presented at Fig. 2

Behavior of Propagating Flames. A series of schlieren
photographs illustrating flame propagation through a
methane-air mixture with c/> = 1.1 is presented in Fig. 2. In the
figure, t represents the time after the first pressure wave
(rarefaction wave) passes the flame front.

A smooth flame front is propagating from left to right in
Fig. 2 before the first pressure wave passes. Even after the first
pressure wave passes the flame front, perceptible turbulence
does not appear until t'=" 1 ms. When t becomes larger than 1
ms, fine turbulence having very small amplitude appears at the
central part of the flame front, far from the walls of the com
bustion chamber. The disturbance grows gradually, and at
t'=" 3 ms, the fine structure behind the leading flame front
becomes appreciable in size. Afterward, the flame front tur
bulence continues to develop although the rate of development
fluctuates.

A schlieren photograph representing the detailed structure
of the flame front, at an early stage, is presented in Fig. 3. The
recorded pressure variation and flash timing are shown in Fig.
4. The instant determined on Fig. 4 indicates that the
photograph presented in Fig. 3 was taken at t==-2 ms. Tur
bulence observed at the central part of flame can be clearly ex
amined. The scale of the flame front turbulence at this mo
ment is seen to be 3 mm - 6 mm.

The overall movements of the flame fronts for several cases
were measured and represented in position-time, x-t,
diagrams. Figure 5 shows the x-t diagram for the case
presented in Fig. 2. The distance from the position of the
leading flame front at t = 0 is represented by x. It can be seen
that the flame velocity fluctuation begins just after the first
pressure wave (rarefaction wave) passes the flame front. The
flame velocity fluctuation must be induced by the overall gas
velocity fluctuations, which are obviously coupled with the
pressure wave. Figure 6 shows the pressure variation recorded
in the case presented in Fig. 2. By comparing Fig. 5 with Fig.
6, the flame velocity-pressure coupling is confirmed.
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shown in Figs. 8 and 9 for methane-air and propane-air mix
tures. It is seen that the effects of fuel type and fuel 
equivalence ratio on the turbulent flame fronts at the same 
value of t are slight. Despite the predictions by Clavin and 
Williams [15, 20], only a slight enhancement of the turbulence 
development appears at the flame front propagating through a 
rich propane-air mixture. 

Mechanisms of Turbulence Growth in the Present 
Case. The mechanisms by which a propagating flame 
becomes turbulent have been studied by a number of in
vestigators [1-17, 21, 22]. The results of these studies indicate 
that the turbulence growth at the propagating flame front is 
attributable to one or a set of the following mechanisms: 

(0 Initial gas flow turbulence in the flammable mixture 
through which the flame propagates. 

(if) Gas flow turbulence in the flammable mixture 
generated at the shear flow region between the wall or obstacle 
and the gas flow induced by flame propagation. 

(Hi) Nonuniform concentration (temperature, pressure, 
etc.) distribution in the flammable mixture. 

(iv) Gas flow turbulence generated near the flame due to ac
celeration (or deceleration) parallel to it. 

(v) Interaction of the flame front with an acoustic wave, or 
acceleration (or deceleration) of the gas flow normal to it. 

(vi) Interaction of the flame front with the gas flow induced 
by the flame deformation. 

(vii) Diffusivity differences of the fuel gas from the oxidizer 
gas. 

The turbulence at the flame fronts observed in the present 
study should not be induced by mechanisms (0 or (Hi), since 
turbulence induced these processes should be appreciable 
before the pressure wave is applied (Fig. 2). 

If turbulence at the flame front is induced by mechanism 
(if), the turbulence development should be observed at the 
flame front near the walls. However, turbulence first appears 
at the central part of the flame front (Figs. 2, 3, 6, 7, and 9). 
Although the possibility of turbulence generation attributable 
to mechanism (if) may not be rejected, the rate of turbulence 
development must be so small that any perceptible turbulence 
is not observed during the early stages of flame propagation. 

At the central part of the propagating flame front, the gas 
flow induced by the pressure wave would be normal to the 
flame front. Therefore, the appearance of turbulence at the 
central part of the flame front implies that an effective 
mechanism for generating flame front turbulence in the pres
ent experiments is not mechanism (iv), but mechanism (v) [2, 
23]. Turbulence development by mechanism (iv) would be ex
pected at a later stage of flame propagation [7, 17]. The 
presence of mechanism (v) can also be inferred from the fact 
that the development of flame front turbulence depends 
largely on the pressure wave intensity [2, 23]. 

The effectiveness of the mechanism (vi) is not so easy to 
evaluate, although it must be large for the present study [1-4]. 

The turbulence development for a flame front propagating 
through a propane-air mixture with </>= 1.37 seems to be faster 
than for any of other mixtures presented in Figs. 2, 7, 8, and 9. 
This phenomenon must be attributable to the differential dif
fusion [15, 20], i.e., the turbulence development seems to be 
slightly enhanced by mechanism (vii) in certain cases. 

By closely examining the turbulence appearing on the series 
of high-speed schlieren photographs presented in Fig. 2, ap
preciable variation of the turbulence development with time 
can be found. At r— 1 ms, the flame front accelerates and 
weak turbulence appears at the flame front. Later, at t—2 ms, 
the flame front decelerates and the turbulence at the flame 
front does not develop. At 7 = 3 ms, the flame front accelerates 
again and the turbulence at the flame front starts developing 
again. The enhancement and suppression of flame front tur
bulence occur alternately. When the flame front accelerates, 

flame front turbulence develops rapidly and its scale seems to 
increase. On the contrary, when the flame front decelerates, 
the development of flame front turbulence is suppressed, and 
its scale seems to decrease. 

The net rate (Dv/Df)n of gas velocity change to deform the 
flame front configuration can be evaluated by using the 
following relation [4] 

V Dt )n V Dt ) I p 
where (Dy/Df), is the rate of gas velocity change without the 
effect of the overall acceleration or deceleration of gas. p and 
p* are the gas density and the pressure which induces the 
overall acceleration or deceleration of gas, respectively. The 
rate of the flame front configuration change depends on the 
value and direction of (Dv/Df)„. 

For the positive or negative value of (Dv/Df)„, the flame 
front turbulence developes or diminishes, respectively [4]. The 
results presented in Fig. 7 indicate that the development of 
flame front turbulence by a pressure wave scarcely appears 
when the intensity of pressure wave is less than a limiting 
value. This fact would imply that (D\/Df)n in the period of ac
celeration is almost equal to —(Dv/Dt)„ during deceleration. 
This situation is possible if the deformation of the flame front 
is so slight that (Dv/Df)f is very small compared to (l/p) V/>*. 
The phenomenon that the turbulence development is enhanced 
or suppressed, respectively, in an accelerating or decelerating 
flow field can be proved by simulations based on the above 
concept [4]. 

The results of this study, therefore, seem to indicate that the 
early stage growth of flame front turbulence observed in the 
present experiments is attributable mainly to mechanism (v) 
while subsequent growth is attributable mainly to mechanisms 
(v) and (vi). 

Comparison With the Results of Previous Studies. As 
discussed in the previous section, the main mechanism of the 
growth of flame front turbulence explored in the present study 
must be that proposed by Taylor [23] and Markstein [2]. The 
scale of flame front turbulence caused in this mechanism was 
predicted to depend on the burning velocity, the density ratio 
of unburned and burned gases, and the thermal diffusivity [2]. 
It should be a few mm for a flame propagating through a 
gaseous paraffin hydrocarbon-air mixture at atmospheric 
conditions. 

The scale of flame front turbulence observed in previous 
studies, which was assumed to be attributable to the 
Taylor-Markstein instability, was much larger than the 
predicted value [2, 11, 12], while that observed in the present 
study was very close to predictions. This implies that the flame 
front turbulence observed in the present study refers to the 
very early stages of turbulence growth. 

The behavior of flame front turbulence in an accelerating or 
decelerating flow field has been examined in a few previous 
studies [2, 12]. The main differences between the results of the 
present study and earlier studies are the flame front configura
tion and the amplitude and frequency of the velocity change. 
The difference between observed phenomena and conclusions 
should be attributed to these differences. 

Rudinger and Somers [12] observed a large scale deforma
tion of a bubble or burned gas disturbed by a shock wave. 
Markstein [2] examined the effect of a shock wave on a flame 
which is initially distorted by passage through a wire grid, and 
observed rapid inversion of the small-scale structure in the 
central portion of the flame. These phenomena are apparently 
very different from the development or suppression of flame 
front turbulence in an accelerating or decelerating flow field 
observed in the present study. This difference of overall 
behavior must be attributable to differences in the scale of tur
bulence, although the mechanism of the flame front deforma
tion seems to be the same. 

880/Vol. 108, NOVEMBER 1986 Transactions of the ASME 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Summary and Conclusions 
The processes of the growth of flame front turbulence have 

been experimentally explored when a flame propagating 
through a uniform nonturbulent flammable mixture is 
stimulated by a weak pressure wave. The weak pressure wave 
used to stimulate flame was generated by breaking a mem
brane separating a small chamber from the combustion 
chamber. The behavior of each propagating flame was ex
amined using high speed schlieren photography. 

During a period lasting about one millisecond after the first 
weak pressure wave (rarefaction wave) passed the flame front, 
perceptible turbulence could not be observed at the flame 
front. Then, flame front turbulence became detectable at the 
central part of the flame front and its amplitude increased 
rapidly, while no effect of the wall turbulence appeared. 

The effects of the pressure wave intensity, fuel concentra
tion, and fuel type on the growth of the flame front turbulence 
were examined. The growth of flame front turbulence was 
found to depend largely on the intensity of pressure wave, for 
a definite intensity of pressure wave, although a slight effect 
of the selective diffusion could be found. 

The most remarkable fact revealed by this study concerns 
the effect of flame front velocity changes on flame front tur
bulence. When the flame front accelerated, flame front tur
bulence developed rapidly, and its scale seemed to increase. 
On the contrary, when the flame front decelerated, the 
development of flame front turbulence was suppressed, and its 
scale seemed to decrease. 

The mechanisms of turbulence growth were discussed, and 
it is inferred that the early stage growth of flame front tur
bulence observed in the present experiments is attributable 
mainly to mechanism (t>) with later growth attributable mainly 
to mechanisms (v) and (vi). 

By comparing the scale of flame front turbulence observed 
in the present study with those observed in the previous 
studies, it becomes evident that the flame front turbulence 
observed in the present study refers to a very early stage of tur
bulence growth. 
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Deterministic Modeling of 
Unconfined Turbulent Diffusion 
Flames 
An analytical model of the deterministic properties of turbulent diffusion flames is 
derived using a similarity analysis. Some parameters appearing in the model are 
quantified by experiments using porous round burners with propane as the fuel. The 
validity of the model is verified by experiments as well as by comparing the theory 
with previous experimental work. The model shows that the deterministic properties 
are insensitive to material properties. 

Introduction 

The turbulent diffusion flame formed above a burning ob
ject plays a significant role in the growth of a building fire dur
ing its relatively early stages. As a radiation source, it in
fluences preheating of the surfaces of the fire compartment, 
or, as a pump, by driving hot smoke to the ceiling layer. The 
practical flame properties concerning aspects of fire safety are 
flame geometry, characteristic flame temperature, extinction 
coefficient, and mass flow rate within the flame. Among these 
properties, flame geometry in an unconfined quiescent en
vironment has been studied [1-5]. Dimensional analysis of the 
flame geometry has established the dependence of flame 
height on Q2/D5 [1]. Steward [2] has shown that this relation 
can be reproduced by an integral model based on the 
hypothesis that the entrainment velocity at a given height is 
proportional to the maximum upward velocity at that height. 
While the flame height has been conventionally calculated us
ing Steward's model, recent measurements [3, 6-8] seem to 
show that this hypothesis is not satisfied in the near field of a 
turbulent diffusion flame. 

The purpose of this paper is to derive a mathematical model 
of turbulent diffusion flames to predict deterministic flame 
properties using assumptions consistent with measurements. 
Experiments using porous round propane burners were also 
conducted to estimate a few parameters appearing in the 
model. The model will be verified by comparing the theory 
with the current experimental results. The significance of 
Q2/Ds will be represented by Q* = Q/p0CpTog'/2 D5/1 [4]. 

Modeling of the Macroscopic Properties of Turbulent 
Diffusion Flames 

Assumptions of the Model. The following assumptions are 
employed to formulate the basic equations describing the 
deterministic properties of turbulent diffusion flames: 

(a) The shape of a turbulent diffusion flame can be approx
imated as a cylinder. 

(b) The centerline temperature of the flame is constant. 
(c) The transverse distribution of excess temperature and 

vertical velocity satisfies similarity conditions. 
(d) The burning rate at every height is proportional to the 

air entrained in the flame at that height. 
(e) The specific heats of air, fuel gas, and combustion 

products are equal and independent of temperature. 
if) Buoyancy is given by p0gfid. The Boussinesq approxima

tion for buoyancy is to be applied in solving basic equations. 

Present address: Tokunaga Real Estate Co., Saijo-City, Ehime-ken, Japan. 
Contributed by the Heat Transfer Division and presented at the 21st National 

Heat Transfer Conference, Seattle, Washington, July 24-28, 1983. Manuscript 
received by the Heat Transfer Division March 28, 1984. 

Assumptions (a) and (b) are consistent with the qualitative 
features of the profile of excess temperature and velocity 
within the continuous flaming region observed in experiments 
[6, 7], although there is some reduction in centerline 
temperature in the very low region of a diffusion flame [6, 9]. 
Assumption (b) also implies that the flame height is defined as 
the height where the centerline temperature starts to decline. 
Under these assumptions, upward velocity and excess 
temperature are described as w=Az"'W{y)) and d = B-Q(rj) 
where r/ = r2/x2 and * is a characteristic flame width. Besides 
the usual errors introduced by the Boussinesq approximation 
of (/), in this application it has been already proved that the 
Boussinesq approximation will result in a wider profile than 
experimental results for the bottom of the mtermittent flaming 
region [8]. The main difference between the present and 
Steward's models is the adoption of (a) and (b) instead of his 
entrainment hypothesis. A few additional assumptions will be 
employed in this context. 

Basic Equations and Integral Equations. Under assumption 
(/), the basic equations of the flow in the continuous flaming 
region can be written as 

dw 

~dr~ -+ w 
dw 

~dz~ 

1 d 

~~dr 
(r u'w') + i 

dd dd 
u — h w —— 

or dz dr 
(ru'6') + q-qr 

dru dw 
+ r 

dr dz 
= 0 

(1) 

(2) 

(3) 

In the following analysis 
momentum and energy, u'w' and u' 

the turbulent transport of 
will be approximated 

using the Boussinesq hypothesis as u'w' — —K„dw/dr and 
u'd' — — Ked8/dr. Although the turbulent vertical motion in 
the turbulent flame should be vigorous, the vertical turbulent 
transport terms were ignored in equations (1) and (2) due to 
the considerably smaller gradient of w or 6 in the vertical 
direction than in the horizontal direction. Substituting 
w = A'z"'W(i]) and 6 = B'Q(r)) into equation (1) leads to the 
result n= 1/2. Using this result in assumption (d) leads to 

2TTC, pqrdr = 
2TH,S d f°° 

pwrdr 
Jo dz Jo 

wHcspAAx2 

2mVz 
fV(n)dri (4) 

where pA is the characteristic flame density for mass flux 
defined as 
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PA=-

S oo 

pwrdr 
(5) 

wrdr 

For the assumed w and 8 similarity to hold, equation (4) re
quires that heat release rate be proportional to z~ln- This 
result is also obtained by assuming that the convective fraction 
of the heat release at each height is constant in equation (2), 
i.e. 

1TCC„—— pwdrdr--p dz Jo 

irpgCpABx2 

2V? JO 

p(q-qr)
rdr = 2-irCpk\ pqrdr (6) 

where pB is the characteristic flame density for convective heat 
flux defined as 

PB-
S CO 

pwdrdr 

wdrdr 

(7) 

Cox and Chitty [7] have shown by experiments that both the 
height and the width of a turbulent diffusion flame are pro
portional to the 2/5 power of the heat input for Q* of order 1 
or greater. In order to demonstrate that the above form of w 
and 6 is consistent with this, we integrate equation (6) with 
respect to z from 0 to LF yielding 

kQ = irpBCpABx24TF j " WvMntfri (8) 

Since the underlined part of the above equation must be con
stant, we have the following relationship describing the 
dependence of flame geometry on heat input 

2A + K / 2 = 1 (9) 

where x and LF are assumed to be related to Q by x oc Qx and 
LF oc QK. For Q*S: 1, equation (9) is consistent with the ex

periment of Cox and Chitty [7] and the analysis of Markstein 
[10] who assumed a fully buoyancy-controlled, turbulent sym
metric flame and geometric similarity. For Q* less than order 
1, K has been found to be 2/3 [11, 12], and therefore X is ex
pected to be X = 1/3; this implies that the flame widths of small 
Q* flames are slightly less sensitive to heat input than those of 
large Q* flames. 

The eight unknown parameters in the above formulae can 
be classified into two groups: A, B, LF, and x are regarded as 
the "resultant properties" of the more basic properties m, k, 
Ĵ ° W(ri)dri, and j°° W(rj)'Q(-ni)drj. The goal here will be to ob
tain functional relationships between the resultant properties 
and the basic properties, and finally determine parameters ap
pearing in these relationships by experiments. 

Integrating equation (4) with respect to z from 0 to LF, we 
have a second relationship for the above unknowns 

Q = 
•KHCSPAAX2^17F 

\ W(T))di) 
Jo 

(10) 

According to Yumoto et al.'s chemical analysis on pool fires 
[9], most of the reaction heat (more than 85 percent) is 
generated in the region where the center-line temperature is 
constant. Therefore, we will assume for simplicity that the 
total heat release rate of a fire is generated in this region. We 
will also assume that m and the integral properties are in
dependent of the material properties of fuels. The convective 
fraction of released heat k must depend on fuels, and the 
characteristic flame densities pA and pB must depend on the 
center-line temperature and the integral properties. 

One Solution of the Basic Equations. A, B, J°° W(rj)di), and 
S0 W{y))Q(rj)dT) are dependent on the flow dynamics in the 
flame region. Since it is thought to be impossible to solve 
equations (l)-(3) analytically with consideration of 
microscopic reaction processes, we try to derive one functional 
form of W(?j) and 9(»j) which satisfies equations (l)-(3) on the 
basis of qualitative impressions on the profiles of vertical 
velocity and excess temperature. For this purpose, it is useful 
to define 

Jo (11) 

N o m e n c l a t u r e 

A = 

B 

D 

Hc 

K 
k 

LF 

M(z) 
m 

center-line upward velocity on Q 
each height divided by Vz, Q* 
m1 / 2/s Qr 

center-line excess temperature q 
at each height, K 
specific heat of air, kJ/kgK qc 

characteristic fuel size q" 
(diameter for round fuels), m qr 

distance between radiometer 
and the center of flame, m r 
parameter characterizing the 5 
turbulence of flame = 
(K-yfz), m5 / 2/s T 
acceleration of gravity, m/s2 u 
combustion heat per unit W{ij) 
mass of fuel, kJ/kg 
eddy coefficient, m2 /s w 
convective fraction ratio of x 
heat release z 
flame height, m /3 
mass flow rate, kg/s i\ 
air-fuel mass ratio divided by 0(ij) 
the stoichiometric air-fuel 
ratio 6 

= heat release rate, kW 
= Q / P o ^ o C ^ 1 7 2 ^ 2 

= radiative power output, kW 
= heat release rate per unit mass 

divided by specific heat, K/s 
= q-qr, K/s 
= irradiance, kW/m2 

= radiation loss per unit mass 
divided by specific heat, K/s 

= radial coordinate, m 
= mass fuel to air ra t io 

(stoichiometric) 
= absolute temperature, K 
= radial velocity, m/s 
= function characterizing the 

profile of upward velocity 
= upward velocity, m/s 
= characteristic flame width, m 
= vertical coordinate, m 
= expansion coefficient, 1/K 
= r2/x2 

= function characterizing the 
profile of excess temperature 

= excess temperature, K 

X = 

P 
PA 

PB 

Hv) 

* 

the power representing Q* 
dependence of LF 

the power representing Q* 
dependence of x 
density, kg/m3 

characteristic 
for mass flux 
equation (5) 
characteristic flame density 
for convective heat flux as 
defined by equation (7) 
function characterizing the 
profile of stream function 
stream function, m3 /s 

flame density 
as defined by 

Subscripts 

F = flame 
a = center line 
/ = fuel 
0 = ambient 

max = maximum 
w = upward velocity 
8 = excess temperature 
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Fig. 1 Transverse distribution of *(ij), IV(>|), G(ij), and u/u„ 

-Ax2<t>(7i)/4nfz, iA= wrc?r=^x2Vz*(r;)/2 (18) 

The maximum of u on every horizontal plane «max appears 
at 17 = 3.8. The distribution of «(r;)/wmax is superimposed on 
Fig. 1. Since $(77) is almost constant for t]>7.0, u should be 
almost inversely proportional to the distance from center line 
in the region far from the axis of the flame. 

According to the above results, the two integral properties 
are 

$(00) = [ W(-q)d-q= 11.30 
Jo 

Then equations (1) and (2) become 

A2 A2 4AV7 
±_ .$.$» _ .$'2 = _£ .(K^.-f")' -g$BQ (12) 

2 2 xL 

AB 

2Vz 
. $ . 0 ' = — 

AB 
.{K^.Q'Y-q,: (13) 

where a prime denotes the differential with respect to 17, and 

For equations (12) and (13) to hold, the power of all terms 
with respect to z in equations (12) and (13) must be equal. In 
view of the earlier result qc<xz~1/2, K„ and Ke are taken to be 
proportional to z~U2. D e f i n i n g ^ = E^/VzandKe = Ee/\fz, 
equations (12) and (13) become 

4AE„ A2 

"2 
(77*")'+ • * • * " — — - * ' 2 + # 8 5 6 = 0 (14) 

4BEe AB ,- „ 
^ •(776')'+ •$-G'+qc\fz = 0 

x2 2 
(15) 

In dealing with equations (14) and (15), it should be noted 
that little is known of the dependence of qc on 77. The general 
forms of W(rj) and 9(77) are known from experiments, i.e., 
they have their maximum at 77 = 0 and tend to decrease 
gradually with the increase of 77 [3, 6, 7]. While it has been 
observed that W(ri) is slightly wider than 9(»7) in a turbulent 
diffusion flame, we will assume 6(77) = W(rj) for simplicity. 
This assumption is equivalent to the assumption that equa
tions (14) and (15) are essentially equal, or that EW=E0 ( = £) 
and <7c(?7) = 5(2g,8.8e-.42-l>'2)/2^vz" are taken in these 
equations. 

From the above assumptions, and defining x2 = SE/A, 
equation (14) or (15) becomes 

(77$")' + * • * " - * ' ( * ' - 2g(3B/A2) = 0 (16) 

The problem is, then, to solve this equation under the follow
ing boundary conditions 

*(0) = 0 , * ' ( 0 ) = 1 , $ " ( 0 ) = 1 -2gPB/A2,lim *'(i7) = 0 
11—0 

(17) 

The value of V=A2/2g&B= w2
a/2gP6az, a constant 

characterizing the buoyancy, must be calculated simultaneous
ly with $(77) while solving equation (16). The uniqueness of 
solution of this kind of differential equation was proved by 
Weyl [13]. Figure 1 shows the distribution of $(77) and ^(77) = 
6(77) which results from a numerical integration of equation 
(16). The value of V which leads to satisfaction of the 
boundary condition was V = 0.932. W(ri) or 6(r)) in Fig. 1 
decreases with increasing Vrj slightly faster than a Gaussian 
distribution, and it becomes almost zero at rj = 7.0. The radial 
velocity u is formulated from the definition of the stream 
function as 

r 
Jo 

W{ri)Q(rj)dri = 6.06 (19) 

Substituting the above values into equations (8) and (10), we 
have 

B-
kHcs$(<x) 

LF = -

mCp^W(v)e(r,)dv 

kQ 

1.864 
kHcs 

mCn 
(20) 

TrPBCp^2gl3B3V- j V07)e(77)rf77 

kQ 
= 0.121 (21) 

irpBCpJgW3 

For W{rj) and 6(77) represented as exp(-aT)) and for pT = 
const, pA and pB are equal and obtained analytically as [6] 

PoTo 
PF=PA =PB-

B 
•ln(l+5/T0) (22) 

Since ^(77) = 6(77) in Fig. 1 is close to a Gaussian distribution 
of V^, the characteristic flame density in the present problem 
may be approximated by equation (22). 

The mass flow rate at the height z is 

pwrdr = irpFA$(ao)x2'\fz = — J 
0 CnB ' Lc 

Substituting equation (20) into equation (23), we have 

M(z) n 

(23) 

(24) 
Q Hcs^ LF 

Equation (24) gives M(LF)/Q = m/Hcs, which can be also 
derived from the definition of the excess air ratio. The 
dependence of mass flow rate on z is slightly weaker than the 
corresponding dependence proposed by McCaffrey [6]. 

Experimental Estimation of Parameters and Model 
Verification 

The present model can be completed by formulating three 
additional relationships on the deterministic properties. The 
convective fraction of heat release k, the air-fuel mass ratio 
divided by the stoichiometric air-fuel ratio m, and the 
parameter characterizing turbulence E are the parameters 
governing the phenomena other than the physical and material 
properties; the purpose of this section is to estimate these 
parameters by experiment to complete the model and to verify 
its validity. 

The experiments were conducted using porous burners of 
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Fig. 2 Directivity of the radiation from turbulent diffusion flames using 
propane burners 

0.20 m, 0.30 m, and 0.50 m diameter with propane as the fuel. 
The burners were filled with ceramic beads of approximately 8 
mm diameter. Burner conditions were chosen to simulate the 
early stage of compartment fires. Complete combustion was 
assumed in the heat input estimation. The values of Q* cover 
the range of 0.4 to 4.0; this represents conditions of most 
natural fires without external radiation [12]. The burners were 
placed 0.50 m above the floor of a 27 m x 20 m x 27 m (H) 
confined space. 

Estimation of m and E were made indirectly by measuring 
center-line temperature, whereas k was estimated from radia
tion measurements. Flame height was determined by the 
height where the center-line temperature starts to decline. 
However, visible flame height, the height of flame tips and 
continuous flame, was also observed for reference. The height 
of the flame tips is defined as the limit above which flame has 
never been observed by eye during each experiment. This 
height was consistent with the flame height in the same defini
tion observed by a videotape. The height of continuous flame 
is the limit below which flame has been always observed by a 
videotape. 

Temperature was measured with 0.1 mm diameter chromel-
alumel thermocouples. The time constant of the temperature 
measurement system is approximately 10 s. No corrections 
have been made for the radiation losses from the junction of 
each thermocouple. Soot buildup as thick as the radius of the 
thermocouple junctions was observed on some thermocouples 
after each experiment. These errors may lead to an 
underestimate of gas temperature. For a 0.1-0.2 mm diameter 
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Fig. 3 Radiative power output versus heat input (for diffusion flames 
from propane burners) 

10.0 

Q 

J" 
1.0 

0.1 

_ 

-

-

_ 

:-

-
-
-
_ 

i i i i i i i 11 

^ 

fi*. * ' 
vZZ - A 

Zz # * A 

r j 

0.20m 

Flame tips O 
Solid flame % 
Temp, analysis O 

Thomas-Webster-Raftery 
Cetegen-Zukoski-Kubota 
(city gas) 

1 

1 1 

a 
a 

0.30m 

A 
A 
A 

(crib) -

i i 

1 t i l 11 IL 
T Z -

# 
$> 
9 

: 

0.50m dia. -

D 
a 
r j 
T 
z 

0.1 10.0 1.0 

Q* 
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chromel-alumel thermocouple with an emissivity of around 
0.9, the error due to radiation loss will range from 2 to 20 per
cent over the temperature range 300-1000°C. To eliminate the 
influence of accidental sway of the flame, the average of the 
temperature output for each measurement point was obtained 
over more than 20 min at intervals of 10 s. The average of 
static pressure obtained by a bidirectional pressure probe [14] 
using a sampling time of more than 4 min was used to estimate 
the upward velocity. 

Radiative fraction of heat release was estimated with a 
single wide-angle Schmidt-Boelter thermopile radiometer 
(Tokyo Seiko, RE-III2) viewing the flames at a considerable 
distance which allows the assumption of radiative isotropy. 
Theoretical verification of the radiative isotropy for various 
distances between a radiometer and a diffusion flame was 
given by Modak and Croce [15]. The radiation center of a 
flame was assumed at the center of the continuous flame, since 
the contribution of the intermittent flaming region to the 
flame radiation is believed to be fairly insignificant [16]. Er
rors of the radiation measurements should be within 10 per
cent for a gray body of the same temperature range as the 
flame. 

Energy balance was made by comparing the estimated heat 
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Fig. 6 Estimated excess air ratio versus heat input 

input with the sum of the radiative power output and the con-
vective heat flow estimated from the measurements of 
temperature and upward velocity at 2.5 m above the burner 
surface. The sum of the radiative power output and convective 
heat flow was always 4-14 percent lower than the estimated 
heat input. Most of this disagreement is believed to result from 
incompleteness of the combustion and radiation errors in the 
temperature measurements. Burner exit velocity was measured 
for the 0.50 m diameter burner at an interval of 0.025 m be
tween the burner center and the burner wall at 0.015 m above 
the burner surface. The velocity was found to be uniform 
within ±7 percent. Burner exit velocity for the smaller burners 
is believed to be more uniform. 

Estimation of Parameters 

Convective Fraction of Heat Release. The convective heat 
to heat release ratio k is estimated from k— 1 - Qr/Q, since the 
measurement of radiative power output Qr is believed to be 
more accurate than the measurement of convective heat flow 
in the present experiment. Qr is estimated by the average irra-
diance a "on a spherical surface surrounding the flame. 

Radiation measurements were made at four to five points 
on a vertical circle viewing its center at the center of the con
tinuous flame. The distance between the radiometer and the 
radiation center was five times the burner diameter. Figure 2 
shows the distribution of the irradiance on the circle. The 
distribution appears to be fairly uniform, which implies that 
the assumption of the radiative isotropy holds for this 
measurement. Figure 3 shows the correlation between heat in
put and radiative power output; Qr/Q remains almost con
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stant irrespective of fuel size and heat input. This result is con
sistent with the measurement of flame radiation by Markstein 
[10] on large Q* flames and by Modak et al. [15] on PMMA 
pool fires. Thus, the convective fraction to heat release ratio k 
for the present experiment is estimated within a narrow range, 
£ = 0.6-0.7. However, the value of k must also depend on the 
fuel composition, as McCaffrey [17] has shown that radiative 
fraction tends to increase with C/H ratio for hydrocarbons. 

Parameter E. The parameter E can be estimated from equa
tion (21) as 

Ax1 0.0151kAQ 0.0206A:Q 
E = - (25) 

•KPpCp-JgPBPLp -wppCpB^Tp 
The unknown parameters on the right-hand side of equation 
(25) -pF, B, and LF-are estimated using the temperature 
measurements along the center line. 

Figure 4 shows the Q* dependence of the flame height based 
on temperature, together with the visible flame heights. The 
slope of the data appears to be steeper for Q* < 1 than for 
Q* > 1; the proportionality can be represented as 

Lp = yQ*«.D (26) 

where K = 2/3 for Q* < 1 and K - 2/5 for Q* s 1. The value of 7 
should be 7=1 .2 for the present temperature analysis based 
on assumption (Jo), 7 = 1.8 for optically continuous flame and 
7=3.5 for flame tips. While 7 must depend on the fuel, the 
value of 7 for the flame tips is close to 7, explaining the flame 
height data of Thomas et al. [1] on wood cribs by eye and 
those of Cetegen et al. [11] for natural gas by photographic 
analysis. 

Figure 5 shows the center-line excess temperature as a func
tion of the height above the fuel surface, normalized by 
Q*K'D. The center-line excess temperature for z< l.2Q*K'D, 
B, was nearly constant irrespective of fuel size, and conse
quently, the characteristic flame density pF is estimated from 
equation (22) as pF = 0.57 for 5 = 800 K and T? = 300 K for 
the present experiment. E can be formulated with LF = 1.2 
• Q*K'Das 

E/Q^0.00004lk/TrCpQ*K/2Dm (27) 

Air-Fuel Mass Ratio Divided by the Stoichiometric 
Air-Fuel Ratio. Air-fuel mass ratio divided by the 
stoichiometric air-fuel ratio m can be estimated from B and k 
using equation (20) as 

m=1.864kHcs/CpB (28) 
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The range of in estimated by equation (28) for the present ex
periment, in — 4.0-4.3 (Fig. 6), is close to the estimate of 
Steward [2], m — 4.0, although the structure of the present 
model is considerably different. While Zukoski et al. [4] have 
estimated in — 15 by mass flow measurements at the height of 
flame tips, the present estimate seems to be still consistent with 
them because the mass flow rate at the height of the flame tips 
is approximately three times the mass flow rate at the height of 
continuous flame [8]. 

Summary of the Model. Summarizing the above discussion 
to formulate A, B, LF, and M(z) as functions of the properties 
and conditions of fuel, we have 

A = l.S64(gl3kHcs/mCp)
W2 

B=l.S64kHcs/mCD 
(29) 

X/, = 7.30x 104(mCp/pFkHcs)2'Q**D 

M(z)/Q = 0.00370pFk{z/Q*''Dyn/Cp 

where K = 2/5 for Q* > 1 and K = 2/3 for Q* < 1.3 pF can be 
estimated from equation (22). in = 4.0 and £ = 0.65 will lead 
to good practical estimates of the above properties. The reac
tion heat per unit mass of air, Hcs, is nearly constant for most 
of the natural fuels, e.g.,Hcs = 2.1x 103 kJ/kg is adequate for 
organic gases and liquids within the error of 6 percent. The 
value of Hcs of synthetic polymers and typical natural fuels 
such as cellulose and coal is slightly higher than this value (see 
Huggett [19]). Consequently, the above deterministic proper
ties are only functions of fuel size and heat release rate; 
therefore, the following results hold for engineering problems 
concerning building fires 

wa-7.0Vz [m/s],z [m] 

0a = 81O[K] (30) 

L /, = 0.072Q2/5 [m], Q [kW], Q* = 0.0009Q/D5/2 > 1 

= 0.011(Q/D)2/3 [m],D [m] ,Q*<l 

M(z)/Q^0.0056(z/Q2/5)1/2[kg/skW], z [m], Q [kW], Q* > 1 

= 0.0142(z£>2/3/G2/3)1/2 [kg/skW], D [m], Q* < 1 

LF in equations (29) and (30) are based on the center-line 
temperature; the height of visible continuous flame is approx
imately 1.5 times LF and the height of the visible flame tips is 
approximately three times LF. 

Model Verification. The validity of the present model can 
be verified by comparing the theory and the experimental 
values of the center-line velocity and the transverse excess 
temperature and velocity. Previous experimental work will be 
also considered for this purpose. 

Center-Line Velocity. Since V = A2/2gl3B = 0.932 must 
hold irrespective of fuel, the comparison of V between the 
theory and experiments will be more meaningful than that of 
velocity. The value of Fhas been measured in some previous 
experiments [6, 7]; the theoretical value of Kis close to Mc
Caffrey's (V= 0.869, [6]) and the present experiment 
(K=0.85), whereas the result of Cox et al. (F= 0.69, [7]) is ap
proximately 25 percent lower than this theory. 

Transverse Excess Temperature and Velocity. The 
theoretical distribution function, W{r\) or 9 ( J / ) , becomes l/e 
at 7j = r*2/x2 — 12.2 (Fig. 1). Since the characteristic flame 
width x is given from equations (27) and (29) by the following 
equation 

Recent experiments of Cox [18] using square burners as the fuel show that 
the slope will become still steeper for Q*<0.5. 

•> ,„ n , .^ 0.000176 / km \ 1/2 

x2/Q = 8E/AQ = ( ) (31) 
* \g/3CpHcsQ*KDJ ( ' 

r* can be estimated for hydrocarbons and alcohols as 
£ > 1 / 4 T * / Q 1 / 2 = 0 . 0 1 1 Q * - K / 4 (32) 

Figure 7 compares equation (32) with the experimental results 
for r*. Although the profile of excess temperature is somewhat 
different from the velocity profile in each experiment, the 
agreement of the theory with experiments seems to be good. 

Conclusions 

A deterministic model of turbulent diffusion flames has 
been derived using similarity analysis and measurements of 
radiative power output and center-line temperatures in flames. 
This model represents the deterministic properties of turbulent 
diffusion flames in terms of physical constants, material prop
erties of the fuel and parameters representing turbulence and 
the convective fraction of heat release. 

The model derived in this paper is apparently consistent 
with previous measurements of the distribution of excess 
temperature and upward velocity. The estimated mass flow 
rate is approximately 25 percent lower than McCaffrey's 
estimate [6] based on his own theory; this discrepancy seems to 
result from the faster decrease of $'(r;) than the Gaussian 
distribution which he selected for the temperature and velocity 
profiles. Measurement of mass flow rate is essential to discuss 
the validity of this model. This theory also shows that the 
deterministic properties are not significantly dependent on 
material properties of the fuel but mainly on the intensity and 
the size of the fuel, assuming the independence of m and E on 
material properties and flame temperature. This hypothesis 
still needs to be examined, although the above result seems to 
be consistent with empirical knowledge of turbulent diffusion 
flames. 
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Natural Convection in a Horizontal 
Porous Annulus With a Step 
Distribution in Permeability 
A numerical and experimental study of free convective flow and heat transfer in a 
horizontal annulus containing saturated porous material is reported in the present 
study. The special case of a step distribution in permeability, resulting in a two-layer 
system, has been considered. Both isothermal and constant heat flux boundary con
ditions have been imposed on the inner wall, while the outer wall is kept at a con
stant temperature. For the case of isothermal boundaries, a simple resistance law 
gives rise to a model of permeability which collapses the average Nusselt numbers of 
the variable permeability problem to that of the uniform case. Generally, agreement 
between experiments and calculation is satisfactory, although under certain cir
cumstances, a systematic divergence of the data is observed. It is deduced in the 
present work that this is strictly related to non-Darcy effects. 

Introduction 

There have been only a few studies of free convection in 
horizontal porous annuli, as well as outside cylinders buried in 
a saturated porous medium. These have been both of fun
damental importance and at the same time, relevant in 
technological applications, e.g., nuclear waste disposal 
technology, buried electric cables, and in analysis of heat 
transfer through thermal insulation. The basic problem com
prises studying flow patterns arising from a nonisothermal 
field, leading to heat transfer rates beyond the values 
predicted by conduction alone. A major portion of the 
literature has focused on uniform porous media, where varia
tion in permeability is limited, mostly to the region near the 
impermeable boundary. Naturally occurring systems do not 
allow this simplification and the porous media are frequently 
nonuniform both on local as well as global scales. Further, it 
remains to be seen if a deliberate variation in the 
characteristics of the medium favorably change the heat 
transfer relationships in any given situation. The present work 
addresses these questions by considering a two-layer, 
saturated porous medium in a horizontal annulus. The 
medium is composed of spherical balls and a step change in 
permeability distribution is obtained by using balls of two dif
ferent diameters. Numerical work has been performed to com
plement measurements of overall heat transfer coefficients. 
Both isothermal and constant heat flux boundary conditions 
have been numerically studied, and the latter case has been 
compared to experiments. 

Caltagirone (1976) has studied free convection in a horizon
tal annulus over a wide range of radius ratios and Rayleigh 
numbers, assuming the validity of Darcy's law. His calcula
tions are for a two-dimensional flow field and its transition to 
three-dimensional flow. Burns and Tien (1979) have con
sidered both annular cylinders and spheres in their analytical 
and numerical work, and have presented results for 
temperature distribution and overall Nusselt numbers. 
Brailovskaya et al. (1978) have also analyzed free convective 
flow in a porous material between horizontal concentric 
cylinders. Shimomura et al. (1980) have studied high-pressure 
insulation systems arising in piping technology using a 
numerical scheme, and have also partly included non-Darcy 
effects via inertia terms in the fluid phase. The effect of eccen
tricity on heat transfer has been studied by Bau (1984). The 
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presence of a solid boundary leading to porosity variation ad
jacent to it has been considered by Vafai and Tien (1980) and 
Vafai (1984). McKibbin and Tyvand (1981, 1984) have 
systematically studied onset of convection in a layered porous 
medium, and have generalized their results to the limit of 
homogeneous anisotropy. Gjerde and Tyvand (1984) have 
analytically studied this problem when the number of layers-is 
permitted to be large. However, these calculations are 
restricted to a plane geometry (for example, as observed in 
snow layers) and the extension of the problem to include cur
vature remains incomplete. 

Governing Equations 

Two-dimensional, steady, incompressible flow and heat 
transfer in a porous medium can be written in the following 
form, assuming the validity of Darcy's law and the Boussinesq 
approximation for the body force terms (Bejan, 1984). 

Lae v dr ) dr\ dQ /J 

LaG V r dQ / dr\ dr Ji 
(1) 

Here, <j> is a generic variable representing 4> or T, and the quan
tities a, b, and d are related to it as given in Table 1. For the 
geometry shown in Fig. (1), the following boundary condi
tions apply 

dT 
^ = 0, T=\ or _ - = - ! r = R, 

dr 

r = R2, t = 0, T=0 

9 = 0, ^ = 0, 

e = 7r, ^ = 0, 

dT 

~d~e~ 

dT 

-=o 

-=o 

(2) 

Table 1 Coefficients appearing in equation (1) 

k 

1 

(sir -r Ra (sin 6 
dT cos G dT ' 

dr 

0 

de 
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Fig. 1 Flow domain and coordinate system 

For prescribed distributions of e and K, equation (1) and 
associated boundary conditions have been solved by a 
numerical scheme. This involves using a control volume ap
proach, as described by Gosman et al. (1969) and used suc
cessfully by Prasad and Kulacki (1984). A grid refinement pro
cedure has been used in the neighborhood of the curved 
boundaries so as to maintain an upper limit on the excess 
energy balance at 2 percent. The r and G-directions have been 
discretized by a 21 x 41 mesh and a convergence criterion of 
0.01 percent has been employed. The computer program has 
been verified by reproducing the results of Caltagirone (1976). 

Experiments 

In the present study, experimental results have been obtain
ed from a test cell with 200 mm inner diameter, R2/Rj = 
1.516, and 3 and 6 mm diameter glass balls. The porosity of 
the system filled only with 3 mm balls is 0.375 and for the 6 
mm balls, it is 0.383. The corresponding permeabilities 
calculated from 

K=-
3<P 

180(1 -e)2 (3) 

are 0.675 x 10~8 m2 and 2.95 X 10-8m2, respectively. The 
layered system is formed by filling the inner half of the an-
nulus (i?, < r < (Rx + R2)/2) with beads of one diameter and 
the outer half with the other. It is assumed that at the interface 
(/• = (R2 + R2)/2), a r i arithmetic mean porosity and 
permeability exist, and these are used as the characteristic 
values for the entire annulus. The saturating liquid is water in 
all the experimental runs. 

Details of the construction of the test cell, instrumentation, 
and testing procedure have been described by Baunchalk 
(1985). The aspect ratio of the apparatus (axial length/gap 
width) is 12, and hence the flow is close to being two dimen
sional. The inner cylinder, which is made of brass, is heated by 
strip heaters to provide a constant heat flux boundary condi
tion. The outer wall is cooled by water carried in copper coils, 
to maintain an isothermal boundary condition. Temperature 
has been measured by 30 gage copper-constantan ther
mocouples. A multichannel data acquisition system has been 
used to record voltage, current, and temperature readings 
from the test cell. All test runs have been made under sta
bilized conditions of flow, and each data point is an average of 
ten runs taken at 5-min intervals. Typically, one such data 
point could be obtained every 12 h. Since the inner wall boun
dary condition corresponds to constant heat flux, the inner 
Nusselt number is proportional to the reciprocal of the 
temperature difference between inner and outer walls. All 
fluid properties have been calculated at a temperature which is 
the arithmetic mean of inner and outer wall values. The effec
tive thermal conductivity is calculated by repeating ex
periments in the conduction regime of flow and matching this 
data with the numerically generated curve. Since the thermal 
conductivities of water and glass are close to each other, this 
procedure gives results which are close to the conventional rule 
of mixtures. Error analysis, including that in temperature 
measurement and fluid properties, shows that the Nusselt 
number has an uncertainty of 5.5 percent and the Rayleigh 
number is uncertain by up to 6.5 percent of the reported value. 

Three cases have been identified in the present study. The 
test cell containing beads of uniform diameter will be referred 
to as case 1 (or CI); when 3 mm balls occupy the inner half of 
the annulus, case 2 (or C2); and when 6 mm balls occupy the 
same space case 3 (or C3). The characteristic temperature dif
ference is that between the walls of the annulus when the inner 

Nomenclature 

a, b, d = coefficients appearing in 
equation (1) 

cp = specific heat, J/kg K 
D = gap w i d t h be tween 

cylinders, m; (character
istic dimension) 

g = acceleration due to gravi
ty, m/s2 

km = stagnant thermal conduc
tivity, W/mK 

K = normalized permeability 
K = permeability in equation 

(4), m2 

Nu,e = normalized inner Nusselt 
number = 
-8T/dr\r=Rl/Rl In 
(R2/Ri) (isothermal), or 
\/T(r = Rx) (constant 
flux) 

Nuoe = normalized outer Nusselt 
number = 
-dT/dr\r=R2/R2 in 

(R2/Rx) (isothermal), or 
-dT/dr\r=R2/{R2/Rx) 
(constant flux) 

Nu,-, Nu0 = average normalized inner 
and outer Nusselt 
numbers 

qw = inner wall heat flux, 
W/m2 

r = dimensionless rad ia l 
coordinate 

R{, R2 = dimensionless inner and 
outer radii of the annulus 

Ra = Rayleigh number = gfi 
ATKD/va 

S = source terms in equation 
(1) 

T = dimensionless 
temperature 

AT = characteristic 
temperature difference, 
K: Th — Tc (isothermal), 
or qw D/km (constant 
flux). 

u -

V = 

a -

(3 = 

e = 
e -

e = 
V -

p = 
<f> = 
* ~-

Subscripts 

c = 

f = 
h = 
q = 
t = 

= angular component of 
velocity, -df/dr 

= radial component of 
velocity, (1/V) (3^/30) 

= thermal diffusivity = 
km/{pcp)f, m2 /s 

= volumetric expansion 
coefficient, K_ 1 

= porosity 
= normalized porosity 
= angular coordinate 
= kinematic viscosity, m2/s 
= density, kg/m3 

= generic variable = ^ or T 
- dimensionless stream 

function scaled by a 

= cold 
= fluid 
= hot 
= heat flux 
= isothermal 
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wall is treated as isothermal, and is based on heat flux when 
the inner wall is supplied with constant heat flux. In the 
numerical study, the variation in porosity at the interface is 
taken as linear between nodes adjacent to it. 

Results and Discussion 

Isothermal Boundaries. Figure 2 presents a plot of nor
malized inner Nusselt number as a function of Rayleigh 
number for all three cases. It can be seen that the curves for C2 
and C3 overlap and are consistently below that of CI, which 
corresponds to the case of a uniform porous medium. An ex
planation of this result is the following. For the geometry con
sidered here, unicellular convection prevails even when the 
flow domain is composed to two distinct layers of porous 
material. This is to be contrasted with the result of Somerton 
(1985) (who has observed multicellular flow) for a 
Rayleigh-Benard problem in a cavity. The flow along any 
streamline encounters two resistances, l/K/ near the inner wall 
and l/K„, and the mean permeability based on this resistance 
is 

K = -
Kn+K: 

(4) 

It is noted that, if \/K = \/Kt + l/K0, K<K, and K<K0. 
Hence, K< (Kj + K0)/2, and the effective permeability of the 
system with two porous layers is actually less than that of 
either one of them, and also their arithmetic mean. Thus, for a 
given Rayleigh number calculated on the basis of {K, + K0)/2, 
the average heat transfer coefficient of a nonuniform porous 
medium is lower than that of the uniform case. Figure 2 also 
shows data for cases 2 and 3 using equation (4) for the 
characteristic permeability. These data lie directly over those 
of the uniform case, thus validating the simple model de
scribed above. 

Nit; 

-
-
-

-

1 1 1 1 1 1 1 

• Corrected Data 

, ~-r<<^\\ 

i i | i i 

c l 

^*^SzZ 
^ \ ^ ^ c3 

i l l 

i i 

-
-
-

-

10 10^ 
RQ, 

IO-3 IC* 

Figure 3 shows local Nusselt numbers on inner and outer 
cylinders when Ra = 500. It can be seen that the Nusselt 
numbers for C2 and C3 lie below that for Cl over a major por
tion of the annulus. The channeling phenomena leading to in
creased heat transfer rates and associated with increased 
permeability are seen only over a narrow portion of the an
nulus, and the increased resistance of the system is felt 
everywhere else. As the relative thickness of the porous layers 
is changed, the relative importance of channeling and 
resistance is likely to be reversed. However, this aspect of the 
problem needs further experimental and theoretical 
investigation. 

Constant Heat Flux Boundary. Figure 4 shows the 
dependence of the average Nusselt number on Rayleigh 
number when the inner wall is supplied with a constant heat 
flux. This result is entirely from a numerical calculation, and 
the curves corresponding to cases C2 and C3 are clearly seen to 
lie below the one for the case of uniform porosity. However, 
these do not overlap, since the nature of boundary condition 
on the inner and outer wall are not identical. The case where a 
higher permeability region lies adjacent to the heated wall 
(i.e., C3) leads to a Nu versus Ra curve consistently above the 
case with the position of the layers interchanged, i.e., C2. 

Figures 5(a) and 5(b) show results obtained from laboratory 
experiments for cases C2 and C3 and have been further com
pared with numerical computation. All shaded symbols in-

NU;„ 

Fig. 2 Inner Nusselt number as a function of Rayleigh number for 
isothermal boundaries (numerical) 

80 120 
8 (degrees) 

Fig. 3 Local Nusselt number, result for isothermal boundaries 

Raq 

Fig. 4 Inner Nusselt number as a function of Rayleigh number, 
numerical results for constant heat flux inner boundary 
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Fig. 6 Local Nusselt number, numerical results for constant heat flux 
inner boundary 

Fig. 5(b) Inner Nusselt number as a function of Rayleigh number for a 
constant heat flux inner boundary, case 3 Fig. 7 Velocity profiles in the annulus for a constant heat flux inner 

boundary, numerical results 

dicate experimentally obtained data points. It can be seen that 
the overall heat transfer characteristics of the two systems C2 
and C3 are significantly different, and this has important im
plications in practical applications. For example, a lower value 
of Nusselt number represents a larger wall temperature, for a 
given heat flux, which in turn could initiate thermally induced 
mechanical damage. 

Figures 5 also show that the comparison between analysis 
and experiments is satisfactory. This is particularly so for case 
2, except for the single value for the lowest Rayleigh number, 
though it is still within the bounds of experimental accuracy. 
For case 3, a systematic divergence of experimental data can 
be seen as the Rayleigh number is increased. The origin of 
discrepancy seen in this work can be explained in the following 
manner. For case 2, a lower permeability material lies next to 
the hot wall, and hence the local Rayleigh number driving the 
flow is correspondingly lower. Figures 5 use the mean 
permeability of the system to define Ra, and so a given range 
of values of Rayleigh number corresponds to different extents 
of convection locally near the heated boundary. Over the 
reduced scale of Ra for case 2, the Darcy flow regime can be 
certainly expected to prevail, and this is the source of close 
agreement obtained here. For case 3, the local Ra scale is ex
panded, since the permeability next to the wall is higher than 
the mean value. The divergence of the experimental data with 
respect to the numerical result could arise from two factors, 
namely, convection affecting the definition of thermal con
ductivity of the medium, and non-Darcy effects. Prasad et al. 
(1985) have proposed a model to include the former, and use 
of this model here has produced little improvement in the 
results. It is thus concluded that non-Darcy factors, especially 
the variation of porosity near a solid boundary, are operative 

Fig. 8 Streamlines and isotherms for case 3 with constant heat flux in
ner boundary; Ra? = 1000 

in the present work. A detailed discussion, including non-
Darcy effects in an annular geometry, will be presented by 
Muralidhar and Kulacki (1986) elsewhere. 

Figure 6 shows local Nusselt number distribution for the 
three cases studied here. As for the problem with isothermal 
boundaries, the local Nusselt number is seen to be strongly af
fected by increased overall resistance in the annulus rather 
than locally occurring channeling affects in the high 
permeability regions. Figure 7 shows velocity profiles in the 
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annulus for 9 = 90 deg and Ra? = 1000. As discussed above, 
the effective Rayleigh numbers for the three cases are dif
ferent, leading to channeling for case C3 but not for case C2. 
Figure 8 shows streamlines and isotherms for case 3 when Ra9 

= 1000. As mentioned earlier, unicellular convection is seen 
to prevail in the annulus, despite the step change in 
permeability. 

Conclusions 

Natural convection heat transfer in a two-layer system con
fined in an annulus shows interesting deviation from the 
uniform case. Irrespective of the boundary condition as either 
isothermal or constant heat flux, the overall Nusselt 
number-Rayleigh number curve falls below that of a single 
layer, when the mean properties of the porous medium are 
employed. This has been satisfactorily explained for the 
isothermal case by a simple resistance law which leads to the 
correct model of permeability. Comparison between computa
tion and experiments is generally found to be satisfactory 
when the inner wall is supplied with constant heat flux. 
However, when the higher permeability layer lies next to the 
heated surface, the variation of porosity near the boundary 
leads to consistently higher levels of Nusselt number above 
that predicted by Darcy's law. This is clearly revealed in the 
experiments. For the particular case of equal layer thicknesses, 
the competing influences of channeling on the high 
permeability side and the increased overall resistance lead to a 
situation in favor of the latter, although this balance could be 
upset in other cases. This aspect needs further attention. 
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An Experimental and Analytical 
Study of Close-Contact Melting 
Close-contact melting was investigated by performing a series of experiments in 
which blocks of solid n-octadecane (with circular or rectangular cross section) were 
melted by a horizontal planar heat source at constant surface temperature. Close 
contact between the source and the solid prevailed throughout the experiments by 
permitting the uncontained solid to descend under its own weight while squeezing 
the melt out of the gap separating it from the source. The velocity of the solid was 
measured and is reported as a function of the instantaneous weight of the solid. 
Effects of the surface temperature of the source and radius of the solid on its tem
poral velocity are also reported. A closed-form approximate solution is developed 
for the motion of solid and predictions are compared with the experimental data. 
The results for the solid velocity are correlated in terms of the governing parameters 
of the problem as revealed by the approximate solution. Compared with natural 
convection-dominated melting from below (solid confined and contained in a rec
tangular cavity) close contact gives rise to approximately a sevenfold increase in the 
melting rate of the solid. 

1 Introduction 

Close-contact melting occurs if a heat source and a solid are 
pressed against each other while the solid is being melted. The 
physical situation involves motion of either the heat source or 
the solid which prevents accumulation of the melt between the 
source and the solid. This phenomenon takes place in 
numerous natural and technological processes such as process 
metallurgy and welding [1], geophysics [2], nuclear technology 
[3, 4] and thermal storage systems [5]. This mode of melting 
provides two special features which are not shared by melting 
problems with fixed source and solid. These features may 
make it attractive for other industrial applications. These 
characteristics which are clearly demonstrated in this work 

1 As accumulation of the melt between the source and solid 
is prevented (due to motion of either of the two), the melting 
rate remains approximately constant and is several times 
higher than buoyancy-induced melting with fixed solid and 
source. For a constant temperature source, this results in 
higher extraction from the solid source. For a constant heat 
flux source, this mode of melting results in much lower and 
uniform temperature at the surface of the source. 

2 The interaction of the melt and the source is in the im
mediate presence of the interface. Thus, the melt leaving the 
close-contact area is at much lower average temperature. 

With regard to previous investigations, two types of studies 
are cited. These two groups may be classified in terms of close-
contact melting arising from motion of either (1) the solid, or 
(2) the heat source. In the first group, motivated by applica
tion in latent heat-of-fusion thermal storage system, this 
phenomenon was studied by inclusion of density change dur
ing melting of unconfined solid in horizontal cylindrical [5, 6], 
inclined cylindrical [7], and spherical [8] cavities. In the 
second group, motivated by application in geophysics [2] 
and/or nuclear technology [4], this phenomenon was studied 
by permitting the heat source to respond to gravity. Emerman 
and Turcotte [9] formulated an approximate mathematical 
model for the migration velocity of a hot rigid sphere which 
melted its way through a solid. Moallemi and Viskanta [10, 
11] reported on melting experiments with a moving horizontal 
cylindrical heat source. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division September 
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In this work, experiments have been performed by placing a 
block of solid on a horizontal planar heat source at constant 
surface temperature. The solid blocks were not confined or 
contained, and melting of the solid was accompanied by its 
descent (in response to gravity) and squeezing of the melt out 
of the small gap separating it from the source. Two types of 
experiments have been performed, the solid blocks being of 
either cylindrical or rectangular cross section. For both of the 
solid geometries, three different surface temperatures were 
employed in the course of the work. The paper also includes a 
mathematical model inferred from the experimental observa
tions which is solved by an approximate integral method. The 
solid velocity is correlated to its instantaneous mass and sur
face temperature of the source. The experimental results are 
compared with the predictions of the approximate model, and 
are cast in a correlation similar to the analytical solution. 

2 Experimental Setup and Procedure 

The experiments were performed with horizontal planar 
heat sources designed to provide a constant surface 
temperature. In melting of rectangular solid blocks, the heat 
source used is made from copper with a 40 X 250 mm cross sec
tion and 16 mm total thickness. The heat source employed for 
melting of circular cylindrical blocks is also made from copper 
having a cross section of 65 X 85 mm and total thickness of 
8 mm. The heat sources were maintained at constant tem
perature by circulating thermostated fluid through the 
multipass countercurrent channels machined in them. The up
per surface of the heat sources were ground and polished to 
provide a precise planar surface. 

The temperature distribution at the surface of the sources 
was measured by copper-constantan thermocouples inserted 
through small holes drilled on the bottom face of the copper 
plates and epoxied closed to the upper surface as shown in Fig. 
1. Three 250 mm o.d. copper tubes were installed vertically 
2-3 mm above the surface of the source. These prevented 
lateral motion of the solid blocks on the surface of the source. 
The vertical rods also minimized tilting of the solid blocks dur
ing their descent. The rods were polished to reduce the sliding 
friction force on the solid phase change material. 

Research grade (99 percent pure) «-octadecane (Tm = 
27.4°C) was used as the phase-change material in the ex
periments. The preparation of solid blocks always began with 
the degasification of the paraffin, to prevent void formation 
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Thermocouples 

Multi-pass Heat Exchanger 
Fig. 1 Experimental setup 

during freezing. The PCM was first heated in a vacuum flask 
well above its fusion temperature (to about 100°C). The flask 
was then subjected to a solidification-melting cycle under 
vacuum. The degassed liquid PCM (at about 30°C) was then 
syphoned into molds (open-ended thin-walled copper 
cylinders with R = 13, 19, 25, and 30 mm or rectangular with 
38 X 230 mm cross sections). The molds were placed in a con
stant temperture bath at about 0°C to solidify the PCM. Dur
ing the solidification process, formation of internal voids, 
associated with the contraction which accompanies freezing, 
was avoided by irradiating the open end of the mold with a 
heat lamp (to prevent the formation of a frozen crust at the 
upper surface of the paraffin while the liquid phase still ex
isted underneath). Degassed liquid was added at several times 
during the solidification process to compensate for the con
traction. The solid blocks removed from the molds were cut to 
required heights (discarding the upper 20 mm which was 
suspected to contain some air bubbles or voids), and carefully 
planed (all sides for rectangular and end planes for circular 
blocks). The solid blocks were prepared several hours before 
each experiment and were stored at room temperature, 25°C. 

An experiment was started by placing a block of solid on the 
carefully leveled heat source which was already in thermal 
equilibrium with a constant temperature bath at a preselected 
temperature. Initiation of melting was accompanied by a sud-

• R o r L -

r 
H(t) z 

|U(t) -So\\6' 

tTry//j/T'"V"""l"" " > > " / 

Tw S(r,t) 
^ Liquid 

Fig. 2 Schematic of melting system with coordinate directions and 
pertinent parameters 

den drop in the surface temperature of the source, about 0.8 to 
1.8°C depending on the temperature setting of the bath. This 
initial drop was partially recovered and the bath and heat 
source temperatures stabilized in about 2 to 5 min and less 
than 0.5°C variation at the surface was noted during a typical 
test. Data during this initial period were discarded and the 
bath was set at 0.5 to 1.5°C above the desired source 
temperature. In the data reduction, however, the average 
measured temperature of the source was used, rather than the 
bath temperature. In calculating the modified Stefan number 
the following thermophysical property data were used: ct = 
2.16 kJ/kgK, cs = 2.15 kJ/kgK, and hm = 240.0 kJ/kg. Dur
ing a typical experiment, the temperature at the surface of the 
source was measured at 30 s or 60 s intervals. The instan
taneous height of the solid was measured (at the same time 
that surface temperatures were being measured and recorded 
by a data logger) with a cathetometer with 0.05 mm 
resolution. 

3 Theoretical Analysis 
A schematic diagram of the physical problem considered is 

shown in Fig. 2. A block of solid of height H0 and circular 
cross-sectional radius R (or rectangular cross section of 
2LxW with L<<W) is initially at uniform temperature, 
Tj < Tm. At time t = 0, the solid block is placed on the horizon
tal planar heat source with cross section slightly larger than 
that of the solid and at constant surface temperature T„, and 
melting begins. As melting proceeds, the solid is assumed to 
descend vertically under its weight with velocity U(t) while 

Nomenclature 

c 
C 

Fo 

g' = 

h,„ = 

h* = 

H = 

H* = 

Hn = 

n„, — 

cross-sectional melting area of k = 
solid K = 
specific heat L = 
constant in equation (19) 
Fourier number = at/L2 or M = 
at/R2 p = 
gravitational acceleration Pr = 
dimensionless gravitational ac- r = 
celeration = gL3/a2 or gR3/a2 r* = 
latent heat 
modified latent heat = hm + R = 
cs(T„, - Tj) 
instantaneous height of solid = Re = 
H{f) Ste = 
dimensionless height of solid = 
H/L or H/R t = 
initial height of solid T = 
dimensionless initial height of Tf = 
solid = H0/L or H^/R T,„ = 
dimensionless thickness of T„ = 
meniscus, equation (29) u = 

thermal conductivity 
constant in equation (24) U = 
characteristic dimension of rec
tangular solid U* = 
instantaneous mass of solid 
pressure 
Prandtl number = jxc,/k 
coordinate direction, Fig. 2 
dimensionless coordinate = 
r/L or r/R 
characteristic dimension of 
cylindrical solid 
Reynolds number = pur8/fi 
Stefan number = P" = 
c,(Tw-Tm)/h*, 
time 
local temperature 
initial temperature of solid / = 
fusion temperature of solid r = 
heated wall temperature s = 
fluid velocity in melt channel z = 

W 
z 
a 
5 
A 

/* 
P 

instantaneous melting velocity 
of solid = U(t) 
dimensionless solid melting 
velocity = UL/a or UR/a 
width of rectangular solid 
coordinate direction, Fig. 2 
thermal diffusivity = k/pc 
local thickness of melt channel 
dimensionless melt channel 
thickness = h/L or b/R 
dynamic viscosity 
density 
solid-liquid density ratio = 

Ps/Pl 

Subscripts 

liquid phase 
/•-direction quantity 
solid phase 
Z-direction quantity 
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squeezing the melt out of the thin channel separating it from 
the heat source. The thickness of the melt channel is assumed 
to be very small (i.e., 5/R < < 1 for the cylindrical solid and 
h/L< <1 for the solid with rectangular cross section). This 
assumption which is well justified by the experimental obser
vations permits the use of the lubrication approximation [12]. 
That is, as long as 8/L < < 1 and (5/L)Re < 1 (or b/R < < 1 and 
(5//?)Re<l for the cylindrical solid), the inertia terms are 
negligible compared to pressure gradient term and also, 
d2/dr2< <d2/dz2. These simplifications have also been used 
in other configurations involving close-contact melting [5, 9, 
10]. 

Upon application of the above assumptions, the governing 
equations of the problem simplify to 

Continuity: 

Momentum: 

1 d{r"ur) du, 
— - + — - = 0 

r" dr dz 

d2ur dp 

Energy: 

dz2 dr 

dT dT d2T 
ur — 1- u, — — = a • 

dr dz dz2 

(1) 

(2) 

(3) 

where n = 0 for rectangular and n = 1 for circular cross-
sectional solids. On the surface of the source, z = 0, the 
boundary conditions are 

ur = uz = 0 and T=T„ (4) 

The boundary conditions at the interface, z = 8(r, t), are: 

ur = 0,uz=~ U, and T= Tm (5) 

The local energy balance at the interface yields 

- £ ( 1 +5'2) -?L = (,uihm+cJ(Tm - T,)\ 
az 

where 5' = dd/dr. 
The solution of equation (2) with boundary conditions (4) 

and (5) is 

1 dp 

' 2ix dr 
z(z-8) (7) 

Substituting equation (7) into the continuity equation and in
tegrating with respect to z, with boundary condition (4), uz is 
calculated. Upon enforcing uz = — £/ at the interface, the 
pressure gradient is found to be 

dp - Y2\dJr 
(8) 

(9) 

dr (n+l)5 3 

Combining equations (7) and (8) yields 

-6Urz(z-8) 
Ur= ; 

(n + 1)53 

To find the spatial variation of the melt layer thickness, the 
energy equation is integrated over the melt layer, after first 
combining it with the continuity equation to yield 

fs T d 3 1 f6 d2T 

Upon applying the boundary conditions, equations (4) and 
(5), this equation reduces to 

^\yUrJ)dz-UTm=a[ dT 
u=«-

dT 

~dz~ 
-o] (ID 

To simplify the solution of equation (11), the temperature 
profile is approximated by a quadratic polynomial in z. The 

boundary condition, equations (4) and (5), and the energy 
balance at the interface, equation (6), are satisfied by 

T=T„+z 
-2(r„,-r,„) ph*mU 

k{\ 
K>v 1 
+ S'2)J 

+ zl 
T —T ph*mU 

+ 5 ' 2 )J 5£(1 + 5 '2)J ( 1 2 ) 

Substituting equations (6), (9), and (12) into equation (11) 
results in 

_1 d f Ar*"+1 I 3Ste 20 20Ste 

/•*" dr* I 1 + A'2 J + U* + t/*(l + A'2) At/*2 

(13) 

(Note that the characteristic length R in these dimensionless 
variables and groups is to be replaced by L for the case of a 
solid with rectangular cross section.) Equation (13), subject to 
the boundary condition 

dA 
A ' = — — = 0 (14) 

dr 

at r=0 was solved by proposing a solution of the form 
oo 

A = U «/• 

Upon substitution of the proposed solution in equations (13) 
and (14), all coefficients a, vanish except the constant term. 
This indicates that A is independent of r and has the form 

A=/(Ste)/C/* (15) 

where 

/(Ste) = [V400 + (200 + 80/z)Ste + 9Ste2 - 3Ste - 20]/2(n + 1) 

(16) 

For small Ste, f(Ste) » Ste[e.g.,/(0.1) = 0.0981 for« = 0and 
/(0.1) = 0.0976 for « = 1 ] . 

The velocity of the solid can be determined from a balance 
of forces acting on it 

M(s-^r) = lpdA {17) 

where A is the area of the close-contact melting surface and M 
is the instantaneous mass of the solid and equal to irR2H(t)ps 

for the cylindrical and 2LWH(f)ps for the rectangular solid. 
To simplify equation (17), the pressure distribution in the 
melt-film channel is evaluated by assuming that the exit 
pressure p(R) =pam. With this assumption and the fact that A 
is not a function of r [see equation (15)], integration of equa
tion (8) results in 

6»U(.R2-r2) 
P-Pztm= , , , -M (18) 

(n+ \)83 

Substituting equations (15) and (18) into (17) and integrating 
results in 

/ dU" \ t/*4Pr 

Ste3 (19) 

where C is a constant equal to 3/2 for a cylindrical and 4 for a 
rectangular solid. The dimensionless quantities introduced in 
equation (19) are defined in the Nomenclature. Assuming that 
the acceleration of the solid is negligible compared to the 
gravitational acceleration equation (19) can be rearranged to 
yield 

U*--
r p V S t e 3 ] 
L CPr J 

0.25 
^ * 0 . 2 5 (20) 

Validity of the above assumption will be later examined for a 
typical set of parameters. From Fig. 2, it can be seen that 

896 /Vol. 108, NOVEMBER 1986 Transactions of the ASME 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Experiment Theory (Eq. 22) 
Rectangular • 
Cylindrical o 

2.0 

0.4 

Fig. 3 Typical timewise variation of solid height for rectangular 
geometry, L = 1.75 cm, Ste = 0.059, and cylindrical geometry, fi = 2.93 
cm, Ste = 0.039 Fig. 4 Variation of melting velocity with instantaneous height of solid 

as a function of Ste for the cylindrical geometry, ft = 2.45 cm 

U*=H* + A (21) 

Neglecting A compared to H*, equation (21) is integrated to 
yield 

H*= \H^/A Fo(-^t^rn (22) 
where Hg is the initial dimensionless height of the solid. 

4 Results and Discussion 

4.1 General Experimental Observations. Newly melted 
matter was squeezed out of the thin-film channel formed be
tween the descending solid and the heat source. The melt chan
nel height was very small and could not be measured. The sur
face of the solid was examined carefully by interrupting the ex
periments (by removing the solid and cleaning its surface off 
the melt quickly). The surface of the solid was found to be 
quite planar (with no perceptible curvature). This finding is in 
agreement with the prediction A is not a function of r, equa
tion (15). 

The melt flows out of the thin-film channel essentially in the 
direction of the characteristic length of the solid (i.e., R for 
the circular and L for rectangular solid). Outside of the film 
channel the melt flows with a finite thickness of about 0.8 to 
1.0 mm over the uncovered portion of the heat source surface. 
The thickness of this free surface melt flow could not be cor
related to the melting process as it was found to be controlled 
primarily by the surface tension force acting at the edges of the 
heat source while being slightly influenced by the velocity and 
cross-sectional area of the solid. The surface tension also caus
ed the rise of a meniscus of about 1.5 to 2.0 mm height on the 
vertical surface of the solid. Neither effects of melt motion 
outside of the film-channel nor influence of the meniscus have 
been considered in the model by assuming that pressure out
side of the film channel is atmospheric. This idealization 
results in an overestimation of the solid velocity which 
gradually becomes significant as the mass of the remaining 
solid decreases. 

4.2 Results and Comparison. The height of the remaining 
solid was measured with a cathetometer at different times dur
ing the melting experiments. Typical results for the two 
geometries examined are presented in dimensionless form in 
Fig. 3 along with the predictions of the analytical model, equa
tion (22), for the same initial heights of the solid H%. The 

2.U 

1.0 

+ 
o 

& 
a 
A 

9 

X 

O 

- - O o o 

Ste 

L= 1.84 cm 0.030 
L=l.80 
L= 1.80 
R = 2.45 
R = 2.45 
R = 2.45 
R= 1.25 
R= 1.90 
R = 2.93 

0.059 
0.016 
0.040 
0.074 
0.017 
0.045 
0.041 
0.039 U*/K = W 

U7K=0.77H*° 2 6 7 

0.1 0.2 2.0 5.0 0.5 1.0 

H* 
Fig. 5 Correlation of rectangular and cylindrical geometry melting rate 
data 

analytical predictions of H* are always below the measured 
values with the difference between them increasing with time. 
This indicates that, for both types of solid, the actual melting 
rates are lower than the predicted values. The difference may 
be attributed to the simplifications of the model (e.g., 
p(R)=pMm, U* < <g*, A< <H*, etc.) as well as the idealiza
tions in the experiments (e.g., uniform temperature at the sur
face of the source, negligible friction between the solid and the 
guide bars, homogeneous solid, etc.). The contribution of the 
model assumptions to the discrepancy between the predictions 
and measurements will be quantified later when the validity of 
the above assumptions is examined. 

The velocity of the solid was determined by graphic dif
ferentiation of the instantaneous height of the solid with 
respect to time. Figure 4 presents the variation of the dimen
sionless velocity of circular blocks versus instantaneous height 
for different values of Stefan number. For the same value of 
H*, the measured dimensionless solid velocities are between 15 
and 25 percent lower than predicted by the analysis, equation 
(20). The form of dependence on the instantaneous height 
(weight) of the solid, however, is in good agreement with the 
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Fig. 6 Comparison of melting for close-contact melting, natural con
vection dominated melting from below, and pure conduction 

expectation, as the lines connecting the data points are closely 
parallel to the theoretical (solid) lines. 

In order to develop a better understanding of the origins of 
the discrepancy between theoretical analysis and experiments, 
and also to correlate the data in a more general form, equation 
(20) is rearranged to yield 

U*/K = H*02S (23) 

where 

K= HPT-)
 (24) 

The experimental results presented in Fig. 4, along with other 
similar data, are cast in the form of equation (23) and are com
pared with it in Fig. 5. The data were correlated using a least-
squares regression by 

U*/K=0J1H*0-261 (25) 

The dependence of the solid velocity on its instantaneous 
height (weight) is in agreement with the expectation, as the 
slopes of the lines in Fig. 5 [exponents of H* in equations (23) 
and (25)] are quite close. The difference in the predicted and 
measured solid velocity is mainly in the coefficients of equa
tions (23) and (25), indicating that thermal rather than 
hydrodynamic dissimilarity between the analytical and ex
perimental model is the main reason for the discrepancy be
tween the two. This point may be further verified by examin
ing the major assumptions of the analytical model. In the 
analytical model it is assumed that 

A < < l , A < < l / * , a n d d t / * / r f F o < < g * (26) 

These inequalities may be rewritten in terms of independent 
variable by employing equations (15) and (23) to yield 

Ste Ste K2 

~KfF^ <<U &H*™ < < 1 ' a n d l H ^ <<S* ( 2 7 ) 

All of the above inequalities are satisfied by the experimental 
results of Fig. 5 for heights H* as small as 0.1. A general con
dition for validity of the model for the realistic extremes Ste < 
0.1 and H* < 0.1 may be derived from the first two ine
qualities of equation (27) as 

K> -L (28) 

For the cases studied K was between 3.5 and 18.0. 
The effect of surface tension on the flow field leaving the 

melt channel may be included by postulating that the exit 

pressure is actually the hydrostatic pressure due to the 
meniscus. Equation (20) may then be modified as 

U*=K{H*~H*nf-
2i (29) 

where H*, is the dimensionless height of the meniscus. It is ob
vious that only at small values of H* will the influence of H*n 

be appreciable. For example, for R = 25.5 mm, H*„ was 
measured to be about 0.1 and remained nearly constant in the 
range 0.2<H* <3.0. Exclusion of surface tension effect, for 
this case, results in an overestimation of 0.8 percent for H* ~ 
3.0 and 19 percent for H* = 0.2. 

From the above discussion it is concluded that the major 
assumptions of the analytical model, equation (26), are well 
justified for range of the parameters studied. The effect of 
neglecting the presence of the meniscus is found to be impor
tant only for small values of//*. For larger values of//* (e.g., 
H* > 0.5), the nonuniformity in the surface temperature of 
the source appears to be the origin of discrepancy between the 
experiments and prediction. The effect of nonuniformity of 
T„ decreases with H* as U* (and consequently, the heat 
transfer coefficient) decreases with H*. At the same time the 
effect of surface tension increases with a decrease of//* due to 
melting. The combination of these two idealizations results in 
a consistent overestimation of the solid velocity by the model. 

Figure 6 presents the temporal variation of the melted frac
tion of the rectangular solid block for Ste = 0.059 along with 
prediction of the classical Stefan problem [14] for conduction-
controlled melting. The figure also presents similar results for 
melting experiments in a closed rectangular cavity heated from 
below for Ste = 0.081 [13] for comparison. The difference in 
the cross-sectional areas (36 X 220 mm here and 44 X 250 mm 
in [13]) is accounted for and dimensionless time is as defined 
in [13], Fo = a / /W 2 . The comparison reveals seven to 
eightfold increase in the melting rate (i.e., heat transfer from 
the source) due to close-contact melting as compared with 
melting controlled by natural convection from below. 

5 Conclusions 

Close-contact melting experiments were performed with cir
cular and rectangular solid blocks melting under their own 
weight on a horizontal heat source. The experimental results 
are compared with predictions based on an approximate 
analytical model. The measured solid velocity is cast into an 
empirical correlation of the form suggested by the analytical 
model based on the lubrication approximation. The solid-
liquid interface was found to be quite planar for both 
geometries studied. This observation is in agreement with the 
analytical prediction that melt-film thickness A is independent 
of spatial coordinate r. The measured solid velocity was found 
to be 12 to 25 percent lower than the prediction. By examining 
the validity of the model assumptions, it was concluded that 
the discrepancy between predictions and measurements is due 
to the experimental idealizations (e.g., uniform surface 
temperature, homogeneous solid, etc.). The effect of ne
glecting the meniscus formed at the melt channel exit in the 
analysis was found to be minimal for large values of H* while 
being quite appreciable when the solid height becomes of the 
same order of magnitude as the meniscus height. 

From the analysis and also from the observation that the 
melt-film thickness under the solid is constant, it is concluded 
that heat transfer across the film is dominantly by conduction. 
However, as motion of solid prevents accumulation of melt 
between the source and solid, the melting rate remains high 
throughout the melting process (seven to eight times higher 
than melting induced by natural convection). 
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An Approximate Three-Dimensional 
Solution for Melting or Freezing 
Around-a Buried Pipe Beneath a 
Free Surface 
This paper presents a quasi-steady-state approximate solution for small Stefan 
number for the three-dimensional melting or freezing around a fluid-carrying pipe 
buried in a semi-infinite phase change medium (PCM). The two-dimensional quasi-
steady approximate solution method, the virtual free surface technique [18], has 
been extended to three dimensions where axial thermal interaction between the mov
ing fluid and the PCM is considered. Of particular interest in the motion of the 
phase change interface and the time variation of the axial temperature distribution 
in the fluid. Due to the singularities of the differential equations along the pipe sur
face, an axisymmetric analytic solution is provided for the region near the pipe wall. 
Solutions are presented for several representative dimensionless pipe burial depths 
and initial conditions. The computational time to predict the three-dimensional in
terface location up to 10 years is several minutes on an IBM 4341 computer. 

Introduction 

In recent years, melting or freezing around buried pipes at 
finite burial depths has attracted considerable attention 
because of important engineering applications in solar storage 
systems and pipeline transportation in permafrost regions. 
Numerous studies have been devoted to developing either 
simplified two-dimensional quasi-steady approximate 
analytical methods [1-8] or two-dimensional finite difference 
or finite element numerical solutions [9-12]. Recently studies 
on embedded pipe problems involving axial thermal interac
tion have been addressed [13-16]. All investigations involving 
axial interaction have focused on axisymmetric geometries 
where the surrounding PCM is infinite in the radial direction 
and initially at the phase change temperature. The simple 
analytic solution for a quasi-steady model without axial con
duction presented by Shamsundar [16] shows excellent agree
ment with the numerical solutions [14] which include these ef
fects when the Stefan number is small. This good agreement 
justifies the neglect of axial heat conduction and the use of the 
quasi-steady approximation in the present study. The steady-
state solution for the three-dimensional axial interaction 
problem considered herein is given in [17]. 

For the important class of problems involving a free sur
face, hence finite burial depth, the three-dimensional nature 
of the coupled fluid/PCM domains of the problem 
significantly complicates the analysis. No previous transient 
solutions of this type exist. Although numerical techniques of
fer great flexibility with respect to nonhomogeneity and com
plicated boundary conditions, for three-dimensional problems 
involving axial interaction, the huge storage space and long 
calculation time required for the finite difference and finite 
element techniques rule out their practical use, at least for the 
present. 

Weinbaum et al. [18] have recently developed a new ap
proach for applying the quasi-steady approximation to two-
dimensional problems. This approach, called the apparent 
free surface method, abandons the common assumption used 
in previous analytical studies [1-8] that the phase change inter
face as well as all the isotherms in both thawed and frozen 
zones are eccentric circles corresponding to the constant coor
dinate surfaces of the bicircular transformation. This isotherm 
representation is valid only for very large times (steady state) 

but is a poor description of the transient behavior because of 
the dramatic difference in the development of the upper and 
lower portions of the interface discussed in [18]. The virtual 
free surface method uncouples the motion of the top and bot
tom portions of the phase change boundary and relates the 
motion of the lower portion to an apparent free surface that 
starts at infinity and asymptotically approaches the actual free 
surface at large time when all isotherms are circular. This 
method is further improved in the present paper so that a 
realistic smooth noncircular interface is obtained and the ap
proximate heat flux from the pipe surface at any instant in 
time can be evaluated appropriately. 

Analysis and Formulation 

As shown in Fig. 1, a thin-walled pipe of radius a is buried 
in a semi-infinite PCM at a distance h0 beneath the surface 
7 = 0, which is maintained at a constant temperature T0 below 
the melting temperature Tf of the PCM. Fluid enters the pipe 
at z = 0 with an average velocity u and a uniform temperature 
Ta0 where Ta0 > Tj. The fluid temperature at any axial position 
z is assumed to be uniform across the pipe and equal to the 
temperature of the pipe wall. Since the initial temperature of 
the PCM is r 0 , a melting front commences at the pipe wall at 
t = 0. 

Two coordinate systems, (x, y, z) and (r. $, z), are used 
(Fig. 1), one whose origin is in the plane of symmetry at the 
free surface and the other on the pipe center line. The instan-
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taneous radius of the interface in the pipe centered coordinate 
system is r,(4>, Z, t). Note that the formulation and solution 
are the same for the freezing case wherein T0>Tf> Ta0. 

The mathematical model is based on the following major 
assumptions which justify the quasi-steady and quasi-three-
dimensional approximations: (1) Since the depth (h0 + a) is 
small compared to the characteristic length of the pipe, the 
heat conduction in the PCM is dominated by temperature gra
dients in the cross-sectional plane. In the fluid inside the pipe, 
the energy transfer due to axial convection is much more 
significant than heat conduction because in most practical 
problems the Peclet number Pe is large (Pe> 102). The three 
dimensionality of the phase change, therefore, is slowly vary
ing in the axial direction and results from gradual bulk 
temperature changes in the fluid as it moves downstream and 
looses heat to the PCM. Consequently, the heat conduction in 
the axial direction z is neglected throughout the system. (2) 
The slow variation with time of the fluid bulk temperature 
compared with the transit time for the fluid to traverse the 
pipe allows us to treat the axial variation of the fluid 
temperature in the pipe as quasi-steady. (3) The sensible heat is 
small in comparison with the latent heat L, i.e., the Stefan 
number St< 1. 

The dimensionless heat conduction equations in the two 
zones of the PCM (Fig. 1) are given by 

PBtOcy.zJ*) . 82di0c, y, z, f) 
dx2 dy2 = 0 

and 

d2d2(x, y, z, t*) | d2d2(x,y,z,h Q 

(1) 

(2) 
dx2 dy2 

Conservation of energy for the fluid in the pipe (zone 3 in Fig. 
1) gives 

Pe* dda (z, t*) 

6„(z, f) dz 

- r de2(i, <t>, z, h 
dr 

•d<t> (3) 

where Sa appears in the denominator on the left-hand side due 

to the definition of 02. The transient term dda/dt* does not ap
pear in equation (3) because the characteristic time for convec
tion in the fluid, l/ii, is assumed to be small in comparison 
with a2/a2 St, the characteristic time for thermal diffusion. 
The boundary conditions are 

6,0c, 0,z, i*) = 6l(x, -<x,,z,i*) = el{oa,y,z,t*)=\ 

MifP.y.z, i*) 
dx 

= 0 

(4a) 

(4b) 

0x(r„4>,z,n = B1(r„4>,z,t*) = O 

62(\,<f>,z,t*)=\ 

6a(0, h = k2(Ta0 - Tf)/kx(7>- T0)=8a0 

d62(0, y, z, i*) 

dx 
- = 0 

(4c) 

(4d) 

(4c) 

(4/) 

The moving boundary condition at the interface is written as 

30,(/-„ <t>, z, h de2(r„4>,z,i*) 

6a(z, i*)dn dn 

1 dn 

Sa (z, t*) di* ( 5 ) 

Since interface curvature in the axial direction is neglected 
(coincident with the negligible axial heat conduction), vector n 
is assumed to lie in the x-y plane (Fig. 1). 

Two-Dimensional Solution 

Because no derivatives with respect to z are involved in the 
conduction equations and equation (5), one can solve the two-
dimensional moving boundary problem in the cross-sectional 
plane at any position along the pipe axis in terms of the local 
instantaneous surface temperature of the pipe. Equation (3) 
can then be integrated to determine the instantaneous quasi-
steady axial temperature distribution of the pipe wall. 

Consider first the simple steady-state situation when the 
isotherms and the interface are eccentric circles corresponding 
to the constant coordinate surfaces of the bicircular 
transformation 

W= 
R0Z+(Roho-\)i 

(R0-h0)-Zi ' -(hi D1 (6) 

a 
C(t*) 

Ca 

C, 

Nomenclature 

dih 

h; = 

hia = 

hlh = 

h'ib = 
K2 = 

K„ = 

/ = 
L = 
n = 

pipe radius 
refer to equation (24) 
specific heat of fluid 
specific heat of PCM in Kx 

zone 2, Fig. 1 
t>o-(hia-rla) 
(hib+rib)-h0 

dimensionless depth of 
pipe center below the free 
surface = h0/a, Fig. 1 
dimensionless position 
below the free surface of 
center of interface circle = 
hj/a, Fig. 2 
dimensionless position 
below the free surface of 
center of interface circle 
passing through point 
a = hia/a, Fig. 3 
dimensionless position /' = 
below the free surface of 
center of interface circle r-, = 

Pe* 

Id 

passing through point 
b = hib/a, Fig. 3 
(hib + rib)-r;b 

thermal conductivities of 
zones 1 and 2, respectively 
thermal conductivity of 
fluid 
dimensional length of pipe 
latent heat of PCM 
normal coordinate at inter
face = it/a, Fig. 1 
modified Peclet number = 
(Ka/K2)Vt = (Ka/K2) 
(paCaua/Ka) 
heat flux at topmost point 
of pipe, equation (17a) 
heat flux at bottommost 
point of pipe, equation 
(lib) 
dimensionless cylindrical 
coordinate = r/a, Fig. 1 
assumed dimensionless in-

R = 

R' 

Rin = 

R'n 

terface radius = r/a, Fig. 
2 
dimensionless interface 
radius of circle passing 
through point a, Fig. 3 
dimensionless radius of 
curvature of the modified 
interface at point b, equa
tion (15a) 
dimensionless radial 
distance of the interface in 
pipe centered coordinates 
= r,/a, equation (12), Fig. 
1 
dimensionless cylindrical 
coordinate, Fig. 2 
dimensionless cylindrical 
coordinate, Fig. 3 
assumed dimensionless in
terface radius, Fig. 2 
dimensionless interface 
radius of circle passing 
through point a', Fig. 2 
dimensionless interface 
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Fig. 2 Two-dimensional quasi-steady problem in the physical and 
transformed planes 

which maps the semi-infinite region surrounding the pipe in 
the physical Z plane into the annular region in the complex W 
plane (Fig. 2). In general, a circle of radius Rs in the W plane 
corresponds to a circle of radius /•,• with its center sXy=— ht in 
the physical plane where 

(Rl-DR, 

and 
(Rl-Rj) 

Nomenclature (cont.) 

(la) 

h, 
{Rj - \)R0 

Ob) 
(R2o-Rf) 

If this circle of radius /•,• were the instantaneous interface, con
dition (5) when transformed into the complex W plane would 
become 

dRi - 1 f 30, (/?,-, a, t*) 
R 

dt* \Z'{W)\2 L 0a(Z, t*)dR 

+ 
dd2(Rh a, t*y 

dR J (8) 

where the scale factor Z'(W) = \dZ/dW\ is given by 

\Z'(w)\ = (Rl-l)/(Rl + Rj + 2R0Risma.) (8a) 

dRj/dt* in equation (8) varies from a maximum at a = 7r/2 to a 
minimum at a = — 7172. Since the upper and lower portions of 
the interface can approach steady state at vastly different 
rates, the motion of the upper and lower portions of the thaw 
boundary will be uncoupled and a separate analysis developed 
for each region. The reader is referred to [18] for the detailed 
procedure. 

(i) The Upper Portion. Since the thermal field in this 
relatively narrow region is dominated by the temperatures of 
the free and pipe surfaces and their geometries, the instan
taneous temperature fields in this region are well represented 
by a family of steady state circular isotherms. A good approx
imation for the motion of point a in the physical plane or 
point a' in the complex If plane can be obtained by applying 
equation (8) at a = 7r/2. Substituting the solutions for the 
steady-state isotherms into equation (8) and setting a = TT/2, 
one obtains 

dR,„ (J?0+i?,a)4 / 1 1 \ 

\ <Un/?,.„/Kn
 + \nR,J 

Ri„ 
dt* 

(9) 

Equations (7a) and (7b) are used to find ria and hia once Ria is 
known. 

(//) The Lower Portion. The free surface and the shapes 
of the isotherms in the upper region have a significant in
fluence on the motion and curvature of the interface in the 
region below the pipe, except for very early times when the in
terface moves like concentric circles about a circular pipe in an 
infinite medium. For later times, the lower portion of the in-

Rn = 

S 
St 

t* = 

T,, r, 
T = 

J //O — 

radius of circle passing 
through point b', Fig. 3 
dimensionless free surface 
radius, Fig. 2 
dimensionless apparent 
free surface radius, Fig. 3 
r) 
Stefan number = 
C2(Te-Tf)/L 
time 
dimensionless time for the 
corresponding two-
dimensional case = 
K2(Ta-Tf)t/pLa2 

dimensionless time = 

temperature of zones 1 and 
2, respectively 
fluid bulk temperature = 
surface temperature of 
pipe 
fluid entrance temperature 
melting temperature 

Tn 
u 
V 

U, V 

,v 

y,z 

w 

w* 

z 
^max 

= free surface temperature 
= average velocity of fluid 
= interface velocity 
= Cartesian coordinates in 

the complex W plane, Fig. 
2 

= Cartesian coordinates in 
the complex W* plane, 
Fig. 3 

= dimensionless Cartesian 
coordinates, x = x/a, etc. 

— u + iv, conformal transfor
mation, equation (6) 

= u' + iv', conformal 
transformation 

= complex variable = x+iy 
= distance along pipe where 

/ • / = ! 

«. 

02 

On 

K 

P 
Pa 

T 
a = cylindrical coordinate in 

complex plane 
a2 = thermal diffusivity of zone 

2 = k2/PC2 

8 = distance of apparent free 

surface from the actual 
free surface 
dimensionless temperature 
of zone 1 = 

(r,-7>)/(r0-7» 
dimensionless temperature 
of zone 2 = 
(T2-Tf)/(Ta-Tf) 
dimensionless bulk fluid 
temperature = (K2/K() 
( r f l - 7 ) ) / ( 7 } - T 0 ) 
dimensionless bulk fluid 
temperature, da/da0 = 
(K2/Kx) 
(TM-Tf)/{Tf-T0) 
density of PCM 
fluid density 
dimensionless time = 

-* 
j o 8a(z, i*)dt* 

cylindrical coordinate in 
the physical plane, Fig. 1 
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apparent 
free surface 

Z_PLANE 

W_PLANE 

hib(t*> 

/^•/modified 
interface 
shape 

approximation 
for thawed 
region 

Fig. 3 Schematic diagram showing mapping of boundary value 
problem with apparent free surface into complex plane with apparent 
circles R(b and RQJ, 

terface undergoes a continuous transition from the behavior 
of a pipe buried at infinity at early times to a long time 
behavior characterized by eccentric circles that asymptotically 
approach the final steady-state equilibrium position. During 
this transition, the isotherms in the vicinity of the </> = - TT/2 
point are approximated by the bicircular coordinate transfor
mation corresponding to the location of a virtual free surface 
at y = 5, which varies from 8 = 00 at t* = 0 to 5 = 0 at t* = 00. 
Thus, as shown in Fig. 3, at each time t*, there is a modified 
bicircular transformation whose free surface is at y = 8(t*), 
with R0 or h0 appropriately redefined, which will map the pipe 
wall, the virtual free surface and the circle with origin at 
y= — hib(t*) and radius rjb(t*) into concentric circles in the 
W* plane. If hib(t*), rjb(t*), and h0 are known, there is only 
one value of 5 that will permit these surfaces to be constant 
coordinate surfaces in transformation (6). This transforma
tion satisfies the identity /?§ — 1 = hj —rj for 5 = 0, and hence 
fo r5>0 

( /* , ,+o) 2 - / i=( /* 0 + 5 ) 2 - l (10) 

Corresponding to rib and hjb are the virtual circles Rgb and R,'b 

in the complex W* plane. Applying equation (8) at a = - TT/2 
in the W* plane one obtains 

dR'ib (Rib-R!b)
4 / 1 1 

R!h-
dt* In R'J (11) 

(Rib-l)
2 W n R!b/Rib 

Equation (11) thus corresponds to the instantaneous position 
of the fictitious free surface y = S(t*) and is used to approx
imate the motion of the lowermost point of the interface. 

Up to this point, the analysis follows closely that presented 
in [18]. However, in the lower region a more accurate approx
imation for the shape of the lower portion of the interface can 
be obtained by using a curve whose radius of curvature varies 
continuously from point 6 to e in Fig. 3. This modified shape 
is described by the polynomial 

/•,(</>)= «i + a2(<£ + ̂ - ) +tf3(</> + ̂ r ) (12) 

where we require that r, satisfy the following conditions on the 
continuity of the radius and its derivatives with respect to <j> at 
both points 6 and e 

r,(-ir/2) = rib + hib-h0 (13a) 

dr^-w/2) 

dcf> 

r,(<t>e) = re 

drM,)_ 
d<j> 

= 0 

C. 

(136) 

(13c) 

(13d) 

Here re, <j>e are the cylindrical coordinates of point e, the in
tersection of the upper and lower circles, and Ce is the 

derivative dr,/d4> evaluated at the same point along the circle 
of radius ria. From the geometry, re can be determined as a 
function of/',„, rjb, hia, and hlb which are all known. The coef
ficients al,a1, and «3 in equation (12) can be determined from 
the boundary conditions (13). 

In the integration of equation (11), an independent relation 
to determine 5 or R^ is necessary. In [18], a reasonable func
tional form for 5(f*) was assumed which was then required to 
match with an approximate analytic solution at early times. In 
the present study, a more rigorous numerical method [19] has 
been developed to calculate the value of 8(t*, z) at each time 
step. Since equation (10) gives the relationship between 5 and 
rib if the thaw depth (hib + rib) is fixed, it is reasonable to use 
the new radius of curvature r'ib at the bottommost point of the 
modified curve equation (12) to calculate 8{t*). That is 

hl + rL2 -hi-I 
5(r*>= \,t u\ <14> 

2(h;b-h0) 
where r[b is determined from equation (13) by 

(15a) 
'" \a\-2aiai\ 

and h'jb is given by 

h'ib=hib+rib-r'ib (156) 

Note that the thaw depth (hjb + rlb) remains unchanged when 
the interface is modified. 

The largest source of error in previous calculations for the 
growth of the thaw cylinder was that the heat flux was either 
calculated at a single point [1] or in some average sense using a 
single bicircular transformation [2-4]. Much greater accuracy 
can be obtained using a parabolic distribution for the wall flux 

g-fl2(l. 4>) 
dr 

•bl+b1{4> + ^-)+b,(^ + ^-) (16) 

which satisfies the boundary conditions 

902(l,7r/2) 1 (i?0 + l)2 

dr q° lnRia R2
0-\ 

ae2(l, - T T / 2 ) 1 Rib-l 

dr 9a \nR!b R^ + l 

9202(1, TT/2) 

(17a) 

(176) 

(lie) 

and 

drd<t> 

where qc and gd, the heat fluxes at the top and bottommost 
points of the pipe wall, are given by separate quasi-steady-
state solutions for the upper and lower regions (equations 
(17a, 6)). 

From (16) and (17) the integrated heat flux through the pipe 
wall is 

31/2 302(1, a) 
ir/2 dR 

da = 2ir(—qc+-yqd) (18) 

which shows that the average heat flux at the tube wall can be 
approximated by (2qc + qa)/3. 

Three-Dimensional Solution 

The axial thermal interaction is described by the quasi-
steady energy conservation equation, equation (3), which can 
also be written in complex W plane as 

Pe* 
S„dz T Jx, 

2 f3^2 d02(l, a, z, t*) 
da (19) 

Sadz it J»/2 dR 

From the two-dimensional solution for the heat flow rate at 
the pipe wall, equation (18), the integral on the right-hand side 
of equation (19) can be evaluated at any position along the 
pipe axis. If the shape of the interface described by hia, ria, hib, 
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and rih (or Ria, R'jb, and Roh) is known at each cross section 
along the pipe axis, one may determine Sa (z, t*) by integrating 
equation (19) using a finite difference scheme. 

Because the right-hand side of equation (19), and also equa
tions (9) and (11), become singular as the interface intersects 
the pipe surface, an analytical solution has been developed for 
short times, and also for all times in the region near the pipe 
surface where the tail of the interface is in the vicinity of the 
pipe wall. 

Solution In the Region Near the Pipe Wall. Since the 
shape of the interface is nearly axially symmetric when it is 
near the pipe wall, the energy equation in the fluid and the 
moving interface condition can be approximated by 

and 

Pe* 

Sa 

dr, 

3da 

dz 
= 2-

Jt* 

d62(l,z,h 

dr 

e2(r„ z, h 
dr 

(20) 

(21) 

where the heat flux in region 1 is neglected in approximating 
the moving interface equation (5). This approximation is valid 
provided the interface is much closer to the pipe wall than the 
free surface and consequently the normal temperature gra
dient outward at the interface will be much smaller than at the 
pipe wall. Substituting 82 = ln (l//-,)/ln (l/r), which follows 
from the steady solution, into equations (20) and (21) and us
ing S = rj, we obtain 

Pe* 36„ 4 
(20a) 

and 

ea dZ 

dS 

I n S 

eadt* 

By introducing a new variable 
InS 

(21a) 

T(z,i*)-- §a(z,t*)dt*, 

one can show that equation (20a) has a solution of the same 
form as that of the Carslaw and Jaeger solution [20] for a pipe 
buried at infinity with initial temperature at the freezing point, 
and thus S is a function of T only. Combining equations (20a) 
and (21a), we obtain 

Pe*-
dln 6a 

~dz~ 

dS 

~dT 
(22) 

Since dS/dr = (dS/dz)/(dr/3z), where drldz can be expressed 
in terms of S by using the definition of r and equations (20a) 
and (21a), one can relate 91n 6a/dz and dS/dz using equation 
(22). This leads to the result 

dln0o d l n ( S - l ) 

dz 

which when integrated gives 

S - l 

dz 

pcU ) 

(23) 

(24) 

C(t*) is obtained by applying the inlet boundary condition at 
Z = 0, 0„ = l, in the Carslaw and Jaeger solution. On the other 
hand, the combination of equations (23) and (20a) yields 

din ( S - l ) 4 
Pe* 

dz I nS 
Integrating equation (25), we have 

z _ _ 1 r? InS 
Pe* ~~ 4" }r,f r,20 S - l 

dS 

(25) 

(26) 

where rm is the radius of the interface at z = 0 obtained from 
the Carslaw and Jaeger solution. The integral on the right-
hand side of equations (26) can be evaluated by using a Taylor 

expansion of In S at S = 1. For early times, equations (24) and 
(26) are used to calculate theradius of the interface r, (z, I*) 
and the temperature Sa (z, t*). A similar procedure can be 
employed for all times when the tail of the interface is in the 
vicinity of the pipe wall. The short time solution just outlined 
is valid for all times for an infinite axisymmetric geometry 
which is initially at the phase change temperature. 

Numerical Solution Procedure. The original three-
dimensional problem has now been reduced to a one-
dimensional finite difference procedure in which equation (19) 
is integrated at each time step after the local two-dimensional 
solutions are first updated in time. The procedure is as 
follows: 

(1) The calculation starts at z = 0 where the Carslaw and 
Jaeger solution [20] is applied as if the pipe is buried at an in
finite depth. At short times, one calculates the radius of the in
terface circle, r,(0, t*), and then uses the approximate analytic 
solution shown in the previous subsection for the axisym
metric case to obtain r,(z, /*) and Sa(z, t*) for 0<z<z m a x 

where zmax is the position at which the interface intersects the 
pipe wall. Note that zraax is a function of time. 

(2) Since the z axis is divided into a finite number of 
segments, the two-dimensional solution can be applied to the 
cross section at each node. If Ria, R'ib, and R^b are known at 
time i*, the new locations of the upper and lower portions of 
the interface at (t* + At*) can be determined using equations 
(9) and (11), respectively. The heat flow rate at the pipe sur
face at any position z is then evaluated from equation (18). Us
ing a cubic spline to smooth the axial distribution of the heat 
flux, one then may readily integrate equation (19) to obtain Sa 

(z, i* + At*). 

Results 

Figures 4-7 show the solutions for two representative sets of 
input data. The first set is for a shallow burial depth h0 = 1.5 
and large 8a0 - 50.49 to illustrate the strong influence of the 
free surface. The second set hn = 4 and = 7.09 is for a 
medium burial depth where the initial temperature differs 
significantly from the phase change temperature. The dimen-
sionless length is 0.8 for both cases. The penetration of the top 
and bottom points of the interface as a function of axial 
distances and time is shown in Figs. 4(a, b). It can be seen 
from Fig. 4(b) that the thaw depth varies almost linearly with 
distance along the pipe axis even after three years because of 
the quite deep burial depth and moderate dimensionless 
temperature of the fluid at the inlet of the pipe. In contrast, 
the bottom of the thaw region is obviously curved in the z 
direction for the case where the influence of the free surface is 
important (Fig. 4a). The solution after 15 years is still very far 
removed from the final steady-state solution since much of the 
heat is removed at the free surface. The asymmetry in the heat 
removed from top and bottom of the pipe is shown in Figs. 
5(a, b), where qc and qd given by equations (17a, b) represent 
the instantaneous heat fluxes through the topmost and bot
tommost points of the pipe. Since more heat leaves through 
the free surface in case 1 than case 2, the thaw depth decreases 
more rapidly in the axial direction for the shallower burial 
depth. This can also be observed in Figs. 6(a, b) where the 
dimensionless fluid temperature decreases more rapidly with 
axial distance. Figure 7 shows the change in cross-sectional 
shape of the thaw cylinder in the axial direction. As one might 
anticipate, the departure of the interface profile from a cir
cular shape is most apparent at the inlet of the pipe and then 
gradually diminishes as one proceeds downstream. 

The three-dimensional solutions presented herein differ in 
one very important respect from the two-dimensional solu
tions presented in [18] and all previous two-dimensional 
studies. In these studies the pipe wall temperature was as
sumed constant and the approach to the steady-state 

904/Vol. 108, NOVEMBER 1986 Transactions of the ASME 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



-0.5-—"^___.. 
— LO" 

.Z.0~~^Z-
""^-•3.0 . - -
" \ ^ , . - 4 . 5 

10.O, 

^15.0 years 

(a) 
h0 - 1.5 

8 a o = 50.49 

steady 
state 

.4 .6 

-steady state 

- 8 

i 

- 1 2 

-'(ES5W £ : 

—0.61682 
—0.0934 

-•3.0 year s 

steady stati 
(b) 

h0 - 4.0 
9„„ = 7.09 

0 .2 .4 .6 .8 

Fig. 4 Axial variation of thaw depth above and below pipe center, (a) 
h0 = 1.5, ea0 = 50.29; (b) h0 = 4.0, 6a0 = 7.09 

l 

2 

"d 3 

4 

/ h0 - 1.5 

0.002,8 * ° ° = 5 a 4 9 

/ (a) 
& 

t-steady state 

steady state 

rfE 

0.00218 
\ years 

A. 
1 UJJC 

• ^ § r _ | ^ 1 0 . 0 

4 

1c 

3 

2 

1 

0 

1 

2 

"d 

3 

- / ' 

- , 0.00198 

• 

: • — 

— : — " - — 

\^ -0 .0O198years 

h 0 - 4.0 , 

»oo = 7 - 0 9 / 

(b) y 
0.05561^ - ^ 

• """ 0.31147 

steady state 

r steady stdte _.' ,J 

.... __ 0.311473" — 

~~~~-\ 

\ 

/ > . 5 

"•3.0 

J-3.0 
0.5 

.4 

l / P . * 

1.0 

"i 

n 

h„ m 1.5 

\ v
 9ao " 5 0 . 4 9 

% x <•> 

\ N^S. ^ . . s t e a d y state 

\ ^ - y j o . o - - - . _ 

\ Saos^ - - ^ . ^^ """""---— 
\ 0 . 0 0 1 7 5 - ~ ~ _ - ~ - - . _ ^ 

N years ~"-~--T.r~"~ 

V 

\ "V " < - , , steady state 

h 0 - 4 .0 

Sao = ™ 9 

(b) 

^ ^ - I O J O 

3 . 0 ~ - C ~ - — _ ^ 

0 .05 \ 
x s v 

~ x v 

0 . 0 1 4 3 2 ^ 
years 

"•».. 
"~-~__ 

^ ~̂. 
^ 

0 . 2 .4 .6 .8 
z / p « 

Fig. 6 Fluid axial temperature distribution, (a) hQ = 1.5, f)a0 = 50.49; (b) 
h0 = 4.0, «a0 = 7.09 

°io 0 

-20 

-28 

4;.;/' 

^ ^ 

" 4 . 5 years 

h0=1.5 
9aB = 50.49 

steady, 
s ta te / 

)h 

Fig. 5 Axial variation of heat flux at top and bottom points of pipe, (a) 
h0 = 1.5, ea0 =50.49; (b) h„ =4.0, 0aO =7.09 

.2 .4 .6 

Fig. 7 Interface profile 

equilibrium is uncoupled from the fluid in the pipe. It is evi
dent from Figs. 6(a, b) that this steady-state equilibration time 
is actually controlled by the fluid interaction with the PCM 
and that the time required for the fluid in the pipe to achieve 
equilibrium can be much longer than the equivalent two-
dimensional problem since the pipe wall temperature itself can 
be far from equilibrium. This behavior also has important 
consequences in the local heat flux and isotherms. Thus the 
long time required for the isotherms and thaw boundary above 
the pipe to achieve equilibrium is not a reflection of the con
duction process in this region but of the much slower variation 
in pipe wall temperature. Both qc (Fig. 5a) and the interface 
(Fig. 7) quickly approach an initial equilibrium value after ap
proximately 0.3 years and then slowly vary on a much longer 
time scale which is controlled by the fluid-PCM interaction in 
the lower portion of the pipe. Existing two-dimensional 
models, which neglect the flow, can therefore lead to a very 
misleading estimate of the motion of the interface above the 
pipe surface. 

Journal of Heat Transfer NOVEMBER.1986, Vol. 108/905 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

file:///0.00175


Acknowledgments 

This study was sponsored by the National Science Founda
tion under Grant No. MEA 8209034. The research was per
formed in partial fulfillment of the requirements for the Ph.D. 
degree of G. P. Zhang, School of Engineering of The City 
College of The City University of New York. 

References 

1 Porkahayev, G. V., "Temperature Fields in Foundations," Proc. 1st Int. 
Conf. on Permafrost, Lafayette, IN, 1963, pp. 285-291. 

2 Thornton, D. E., "Steady State and Quasi-Static Thermal Results for 
Bare and Insulated Pipes in Permafrost," Canadian Geolechnical Journal, Vol. 
13, 1976, pp. 161-170. 

3 Hwang, C. T., "On Quasi-Static Solutions for Buried Pipes in Per
mafrost," Canadian Geolechnical Journal, Vol. 14, 1977, pp. 180-192. 

4 Lunardini, V. J., "Thawing of Permafrost Beneath a Buried Pipe," Jour
nal of Canadian Petroleum Technology, Vol. 16, 1977, pp. 34-37. 

5 Hwang, C. T., Seshadri, R., and Krishnayya, A. V. G., "Thermal Design 
for Insulated Pipes," Canadian Geolechnical Journal, Vol. 17, 1980, pp. 
613-622. 

6 Seshadri, R., and Krishnayya, A. V. G., "Quasi-Steady Approach for 
Thermal Analysis of Insulated Structures," International Journal of Heat and 
Mass Transfer, Vol. 23, 1980, pp. 111-121. 

7 Lunardini, V. J., "Phase Change Around Insulated Buried Pipes: Quasi-
Steady Method," J. Energy Research Tech., Vol. 103, No. 3, 1981, pp. 
201-207. 

8 Lunardini, V. J., "Approximate Phase Change Solution for Insulated 
Buried Cylinders," ASME JOURNAL OF HEAT TRANSFER, Vol. 105, 1983, pp. 
25-32. 

9 Lachenbruch, A. H., "Some Estimate of the Thermal Effects of a Heated 
Pipeline in Permafrost," U.S. Geological Survey, Circular 632, 1970. 

10 Gold, L. W., Johnston, G. H., Slusarchuk, W. A., and Goodrich, L. E., 
"Thermal Effects in Permafrost," Proc. Canadian Northern Pipeline Research 
Conference, 1972, pp. 25-45. 

11 Wheeler, J. A., "Simulation of Heat Transfer From a Warm Pipeline 
Buried in Permafrost," AIChE 74th National Meetings, New Orleans, LA 
1973. 

12 Hwang, C. T., Murray, D. W., and Brooker, E. W., "A Thermal 
Analysis for Structures on Permafrost," Canadian Geotechnical Journal, Vol. 
9, No. 2, 1972, pp. 33-46. 

13 Asgarpour, S., and Bayazitoglu, "Heat Transfer to Laminar Flow With 
Phase Change Boundary," ASME JOURNAL OF HEAT TRANSFER, Vol. 104, 1982, 
pp. 678-682. 

14 Sparrow, E. M., and Hsu, C. F., "Analysis of Two-Dimensional Freezing 
on the Outside of a Coolant-Carrying Tube," International Journal of Heat and 
Mass Transfer, Vol. 24, 1981, pp. 1345-1357. 

15 Grossman, G., and Pesotchinski, D., " A Two-Dimensional Model for 
Thermal Energy Storage in a Phase Changing Material Interacting With a Heat-
Carrying Fluid," ASME Winter Annual Meeting, Nov. 15-20, 1981, Paper No. 
81-WA/HT-35. 

16 Shamsundar, N., "Formulae for Freezing Outside a Circular Tube With 
Axial Variation of Coolant Temperature," International Journal of Heat and 
Mass Transfer, Vol. 25, 1982, pp. 1614-1616. 

17 Zhang, G. P., Jiji, L. M., and Weinbaum, S., "Quasi-Three-Dimensional 
Steady State Analytic Solution for Melting Around a Buried Pipe in a Semi-
infinite Medium," ASME JOURNAL OF HEAT TRANSFER, Vol. 107, 1985, pp. 
245-247. 

18 Weinbaum, S., Zhang, G. P., and Jiji, L. M., "An Apparent Free Surface 
Method for Determining the Transient Freezing Around a Buried Pipe in a 
Semi-infinite Region," ASME Journal of Energy Resources Technology, 1986 
(in press). 

19 Zhang, G. P., "Steady and Transient, Multi-dimensional Solutions for 
Melting or Freezing Around a Buried Tube in Semi-infinite Medium," Ph.D. 
Dissertation, The City Univ. of New York, 1985. 

20 Carslaw, H. S., and Jaeger, J. C , "Conduction of Heat in Solids," 2nd 
ed., Clarendon Press, Oxford, 1959. 

906/Vol. 108, NOVEMBER 1986 Transactions of the ASME 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A. Goshayeshi 
Research Assistant. 

Student Mem. ASME 

J.R.Welty 
Professor, Head. 

Fellow ASME 

R. L Adams 
Associate Professor. 

Mem. ASME 

N. Alavizadeh 
Research Assistant. 

Student Mem. ASME 

Department of Mechanical Engineering, 
Oregon State University, 

Corvallis, OR 97331 

Local Heat Transfer Coefficients 
for Horizontal Tube Arrays in 
High-Temperature Large-Particle 
Fluidized Beds: an Experimental 
Study 
An experimental study is described in which time-averaged local heat transfer coeffi
cients were obtained for arrays of horizontal tubes immersed in a hot fluidized bed. 
Bed temperatures up to 1005 K were achieved. Bed particle sizes of 2.14 mm and 
3.23 mm nominal diameter were employed. An array of nine tubes arranged in three 
horizontal rows was used. The 50.8 mm (2 in.) diameter tubes were arranged in an 
equilateral triangular configuration with 15.24 cm (6 in.) spacing between centers. 
The center tube in each of the three rows in the array was instrumented providing 
data for local heat flux and surface temperature at intervals of 30 degfrom the bot
tom to the top —a total of seven sets of values for each of the center tubes. The three 
sets of data are representative of the heat transfer behavior of tubes at the bottom, 
top, and in the interior of a typical array. Data were also obtained for a single 
horizontal tube to compare with the results of tube bundle performance. Superficial 
velocities of high-temperature air ranged from the packed-bed condition through 
approximately twice the minimum fluidization level. Comparisons with results for a 
single tube in a bubbling bed indicate only slight effects on local heat transfer 
resulting from the presence of adjacent tubes. Tubes in the bottom, top, and interior 
rows also exhibited different heat transfer performance. 

Introduction 
Gas-fluidized beds are noted for their excellent heat transfer 

characteristics. It is generally acknowledged that high rates of 
heat transfer can be achieved between the bed and immersed 
surfaces or vessel walls. Fluidized bed combustion of coal in 
particular is receiving attention from scientists and engineers 
throughout the world, especially in the United States. 

Fluidized-bed combustion offers great potential for the 
utilization of all ranks of coal to meet air standards. Crushed 
coal is usually burned in a bed of dolomite or limestone in 
which bed particles are held in suspension by upward-flowing 
air. The inert material reacts with the sulfur dioxide produced 
during combustion of high-sulfur coal to form a dry solid 
disposable waste. The heat produced in the bed is transferred 
to heat exchange tubes (which are usually horizontal) for 
steam generation in electric utility applications and for liquid 
or gas heating in process industries. 

A large number of investigations reported in the literature 
have emphasized spatial-averaged heat transfer results. Local 
time-averaged heat transfer coefficients with immersed tubes 
provide additional information of importance to the com-
bustor designer. A number of recent investigations (Berg and 
Baskakov, 1974; Gelperin and Ainshtein, 1971; Cherrington et 
al., 1977; Chandran et al., 1980; Golan et al., 1980; George 
and Welty, 1984; Baskakov et al., 1973; Vadivel and 
Vedamurthy, 1980; and Noak, 1970) have reported local heat 
transfer results for cases involving small (dp < 1 mm) or large 
(dp > 1 mm) particles and cold or hot bed conditions. Most of 
the previous investigations (reviewed by Saxena et al., 1978) 
were restricted to small particles and low bed temperatures 
where tubes were electrically heated and local heat fluxes were 
evaluated by measuring the power input along with 
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Fig. 1 Instrumented tube 

measurements of tube wall temperatures for heat transfer 
coefficient calculations. 

In the present work, tubes were instrumented by thin 
thermopile-type transducers for direct measurements of local 
heat fluxes at hot bed conditions. A general lack of informa
tion for local heat transfer coefficients with tubes at different 
locations in the array was the motivation for the present study. 

For the purpose of tube array design, the following con
siderations were made: In an array of horizontal tubes, it is 
known that the heat transfer to any tube, not affected by side 
walls [it is known that the motion of solids is different for cen
trally located tubes and those adjacent to a side wall (Peeler 
and Whitehead, 1982)], is affected only by the presence of the 
neighboring tubes. It is also known that the minimum spacing 
between tubes should not fall much below a pitch/diameter 
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ratio of 2, to prevent severe restriction of particle motion and 
a sharp decrease in heat transfer (Grewal and Saxena, 1983; 
Borodulya et al., 1980a). Typical heat exchanger designs 
employ tubes with diameters in the range of 50.8 mm (2 in.) 
arranged horizontally (Strom et al., 1977). 

To fulfill all of the above design aspects, an array of nine 
tubes arranged in three horizontal rows was used. The 
50.8-mm-dia tubes were positioned in an equilateral triangular 
configuration with 15.24 cm (6 in.) spacing between centers. 
The center tube in each of the three rows was instrumented 
providing data for local heat fluxes and surface temperatures 
at intervals of 30 deg from the bottom to the top - a total of 
seven sets of values for each of the center tubes. The three sets 

Table 1 
tides 

Summary of test conditions for lone Grain* par-

dp, 
mm K 

umf, 
m/s 

U0, 
m/s K 

2.14 
Tube 
arrav 

810 
922 

1005 

1.60 
1.65 
1.60 

1.0-2.8 
1.2-2.96 

1.24-3.5 

404 
414 
431 

3.23 
810 
922 

1005 

2.20 
2.25 
2.30 

1.42-2.76 
1.43-3.2 
1.58-3.48 

392 
409 
428 

Single 
tube 

2.14 

3.23 

810 
922 

1.55 
1.60 

1.24-2.8 
1.08-3.12 

391 
396 

810 
922 

2.20 
2.25 

1.58-
1.5-

2.76 
3.13 

382 
402 

*53.5 percent silicon, 43.8 percent alumina, 2.3 percent titania, 0.4 
percent other; p s=2700 kg/m3 ; £=1.26 w/mK; cp=0.22 cal/gK; 
e = 0.86 (estimated). 
^Spatial-averaged tube wall temperature for tube M in the array and 
single tubes at bubbling bed. The spatial-averaged wall temperature 
for tubes T, M, and B were within a few degrees of each other at 
fluidized bed conditions. 

of data are representative of the heat transfer behavior of 
tubes at the bottom, top, and the interior of a typical array. 
The particular equilateral triangular tube array was selected 
because this configuration seems to give better fluidization 
characteristics, and hence better heat transfer, than an in-line 
(square pitch) array (Gelperin et al., 1969). This tube arrange
ment is the most common in current industrial practice. 

Data were also obtained for a single horizontal tube to com
pare with the results of tube bundle performance. 

Experimental Apparatus 

Figure 1 shows a schematic illustration of an instrumented 
tube. Bronze was chosen as the tube material, instead of 
stainless steel, to reduce the thermal resistance between the 
gages and the coolant so that the gage temperature limitation 
could be met. This has some effect, particularly regarding 
radiation absorption, on the data compared to the situation 
when stainless steel tubes were used. Knowing, however, that 
the maximum radiation contribution is on the order of 15 per
cent of the total heat transfer (Alavizadeh et al., 1985) and 
also considering the relatively small difference between the 
emissivities of bronze and stainless steel, this material 
substitution has a negligibly small effect on total heat transfer 
measurements. Additional discussion concerning the effect of 
different wall emissivities on radiation heat transfer is given by 
Alavizadeh (1985). 

Three tubes were instrumented by mounting seven 
thermopile-type heat flux transducers side by side around half 
of each tube periphery (30 deg apart). The Micro-Foil Heat 
Flow Sensors, with copper-constantan surface temperature 
thermocouples, were bonded to the tubes with relatively high 
temperature thermal conducting epoxy and were tightly 
covered by 0.127 mm (0.005 in.) thick stainless-steel shim 

Nomenclature 

dP = 

h = 

bottom tube in array 
specific heat 
surface mean particle 
diameter 
spatial-averaged bed-to-tube 
heat transfer coefficient 
time-averaged local bed-to-
tube heat transfer coefficient 
at angular position r 

k = 
M = 
T = 

Tn = 

maximum time-average local 
bed-to-tube heat transfer 
coefficient at angular position 
r 
thermal conductivity 
middle tube in array 
top tube in array 
temperature of fluidized bed 

Tw = spatial-averaged tube wall 
temperature 

U0 = superficial gas velocity 
Umj = superficial gas velocity at 

minimum fluidization 
conditions 

e = emissivity 
6 = angular position 

ps = density of solid particles 
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Fig. 4 Time-averaged local heat transfer coefficient versus angular 
position for top, middle, and bottom tubes in the array 

stock. A schematic illustration of the high temperature fluid-
ized bed facility is shown in Fig. 2. 

Propane was burned in a refractory lined combustion 
chamber and the hot combustion gases directed into the 0.30 
m x 0.60 m (1 ft x 2 ft) test section through a distributor 
plate. The tube array was positioned horizontally within the 
bed. A proportional-type controller was used to regulate the 
propane flow rate and maintain the desired gas temperature. 

Two chromel-alumel thermocouples were used to measure 
the bed temperature. They were located centrally at 0.152 m 
(0.5 ft) and 0.457 m (1.5 ft) above the distributor plate and 
protruded into the fluidized bed 0.102 m (4 in.). The bed 
temperatures reported were taken from the lower-position 
thermocouple closer to the distributor plate, whereas the up
per thermocouple was used to check the uniformity of the bed 
temperature during fluidization and also provided an indica
tion of when the bed reached steady-state conditions. Galvin 
(1979) measured temperature distributions in the same fluid
ized bed for particle sizes of 1.285 mm and 3.5 mm and bed 
temperatures of 533 K (500°F), 810 K (1000°F), and 1144 K 
(1600°F). His results indicate the temperature readings from 
two thermocouples located at 0.152 m and 0.457 m elevations 
to be representative of the bed temperature. He also found 
that, for the larger particles, the bed temperature was better 
defined than in the case of the smaller ones, and measured a 
nearly flat temperature profile over the height of the emulsion 
region. Finally, he found that the temperature distribution in a 
hot fluidized bed is isothermal - with the stipulation that the 
area of concern is within the emulsion - and that boundary 
effects were negligible. 

Bed temperatures were steady at each gas velocity; the short 
period of time required for data acquisition at each operating 
condition (about 103 s) assured constant bed conditions. 

A digital data acquisition system was used to record local 
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Fig. 5 Time-averaged local heat transfer coefficient versus superficial 
gas velocity on the middle tube in the array 

heat fluxes, surface temperatures and computed local heat 
transfer coefficients at each position on the instrumented 
tubes. 

Experiments 

Experiments were conducted at bed temperatures of 810 K 
(1000°F), 922 K (1200°F), and 1005 K (1350°F). A granular 
refractory (lone Grain) was used as bed material. Bed particle 
sizes of 2.14 mm and 3.23 mm nominal diameter were 
employed. The size distribution of this material remained 
stable after many hours of bed operation. 

An array of nine tubes arranged in three horizontal rows, as 
previously described, was used. Data were also obtained for a 
single horizontal tube for comparison with the results of tube 
bundle performance. This tube was located where tube M was 
positioned in the array. Figure 3 is an illustration of the array 
geometry. 

A summary of test conditions, along with the thermal prop
erties (measured by Gafourian, 1984) and chemical composi
tions of lone Grain particles, is given in Table 1. Throughout 
this paper, the top, bottom, and middle tubes are designated 
as " T , " " B , " and " M , " respectively. 

Results and Discussion 

Heat transfer results are presented both for tube arrays and 
single tubes as time-averaged local values. The effects of 
superficial gas velocity, particle size, and bed temperature are 
shown. Results for the top, middle, and bottom tubes are also 
compared with those for a single tube. Using the root sum-
square (RSS) method of Thrasher and Binder (1957), the 
uncertainty in local heat transfer coefficient values is 
estimated at ± 9 % . 

Effect of Superficial Gas Velocity. The most obvious ef
fect is the very large change in magnitude of the local heat 
transfer coefficient at the upper stagnation point on each tube 
as the superficial gas velocity is changed. In Fig. 4, the local 
heat transfer coefficient he on the top of tube M shows an in
crease from 6 to 185 W/m2«K with a superficial gas velocity 
increase from 1.3 to 2.43 m/s. Similar trends are also 
displayed for tubes T and B. This behavior is known to be 
related to the formation of a relatively cool stagnant cap of 
particles which remain on the top of the tubes at low super
ficial velocities. At higher velocities, however, the stack is 
removed. Available information in the literature (George, 
1981; Glass and Harrison, 1964; Lowe et al., 1979; Catipovic, 
1979) confirms this observation. 
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Fig. 6 Time-averaged local heat transfer coefficient versus angular 
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Fig. 7 Time-averaged local heat transfer coefficient versus angular 
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Fig. 9 Time-averaged local heat transfer coefficient versus angular 
position for top, middle, and bottom tubes in the array at different super
ficial gas velocities 

The distribution of the local heat transfer coefficient 
around the surface of the tubes seems to approach an asymp
totic limit as the gas velocity is increased. This limit was 
reached at a larger value of U0/U„,f for the smaller particles 
than for the larger particles at the same bed temperature when 
compared with data of Alavizadeh et al. (1985) for a single 
tube and particle sizes of 0.52 mm and 1.0 mm. Therefore, 
higher velocities and larger bed particle diameters are attrac
tive from the standpoint of thermal stresses in tubes. This 
behavior is also consistent with the results of George (1981) 
and Catipovic (1979). 

At the lower stagnation points on the tubes, the heat 
transfer coefficient varies with U0 in an irregular manner for 
packed beds. For fluidized beds, stagnation point heat 
transfer rates are nearly constant. The increase of he at any 
position (except at 0=180 deg), for the range of superficial 
velocities considered, is higher for tube T than for tubes M 
and B for all bed temperatures and particle sizes considered. 
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As the gas velocity is increased the location of maximum 
local heat transfer coefficient he varies from the bottom to 
the side of the tubes (around 120 to 135 deg) and in some cases 
tends to shift to the top. 

Local heat transfer coefficients are shown as functions of 
U0 for all seven locations on tube M in Fig. 5. Values of the 
spatial-averaged heat transfer coefficient h are also shown. 
Thermal stresses would, in general, be greatest at, or near, 
[/,„/. Similar behavior was experienced by tubes B and T. For 
the smaller particles tested (dp = 2.14 mm), the maximum local 
heat transfer coefficient h« was observed to be highest at 

''max ° 
moderate superficial gas velocities (for all tubes, Figs. 4 and 
6). For the larger particle size, he continued to increase with 
increasing gas velocity over the entire range (Fig. 7). 

Effect of Particle Size. An observation of Figs. 4 and 7 in
dicates that the local coefficients at a particular angular posi
tion are significantly influenced by the particle size under cer
tain conditions. A bed of smaller particles is more sensitive to 
velocity changes than one containing larger particles, except 
for the 180 deg position. The same behavior is true for a single 
tube (Fig. 8). Also, higher rates of heat transfer are obtained 
in a bed of smaller particles. 

Effect of Bed Temperature. Local heat transfer coeffi
cients did show a moderate increase with increasing bed 
temperature. For tube B, the largest local coefficient he in
creased by less than 7 percent for an increase in bed 
temperature from 810 K to 922 K. (Smaller increases were 
observed for tubes M and T.) This is likely due to an increase 
in radiant heat transfer between the bed and the tubes, and the 
change in thermal properties of the gas. Alavizadeh et al. 
(1984) found, for c^ = 2.14 mm, a radiation contribution of 
about 8 and 13 percent for bed temperatures of 810 K and 
1050 K, respectively. 

Comparison of Tube Heat Transfer Performance. Figure 
9 shows local heat transfer coefficients for tubes B, M, and T 
for different superficial gas velocities. At velocities well above 
Umf, the difference in local values for the three tubes did not 
exceed 20 percent, whereas, at packed bed conditions, the dif
ferences were significantly greater. At slugging or near slug
ging cases (and all bed conditions), the values of local heat 
transfer coefficients for the side of the tubes (0 = 90 deg) near
ly coincide. This suggests that, at high gas velocities, similar 
particle motion exists near the sides of the tubes. Except at 
velocities near Umf, tube T experienced less variation in he 

than tubes M and B. A comparison between Figs. 4, 7, and 8 
suggests that, in the case of bubbling beds, single tube studies 
are useful for predicting heat transfer with staggered tube 
bundles with a pitch-to-diameter ratio of 3 or greater. Similar 
conclusions have been reached in other investigations 
(Catipovic, 1979; Borodulya et al., 1980b) for a pitch-to-
diameter ratio of 2 or greater. 

Summary of Results 

A summary of the findings in this study is the following: 
(a) The tops of the tubes experienced the formation of a 

defluidized stack of particles at low superficial gas velocities 
which was removed at higher velocities. For single tubes, this 
behavior is less pronounced than for tube arrays for the same 
bed conditions. 

(b) Local heat transfer coefficients approached an asymp
totic limit as the gas velocity increased. This limit was ap
proached at slightly larger values of U0/Umf for the smaller 
particles, <2„ = 2.14 mm, than for the larger particles,dp = 2.23 
mm. 

(c) At the bottom of the tubes, Q = G,he varied with. U0 in an 
irregular manner. 

(d) The maximum local heat transfer coefficient, occurring 
at 0 = 0 for packed-bed conditions, was observed to occur at 
larger values of 6 as the gas velocity was increased. 

(e) The maximum local value h„m^ was highest at moderate 
superficial gas velocities with the smaller particles. For the 
larger particles, higher values of he were observed to in
crease steadily with increasing gas velocities for both single 
tubes and array conditions. 

if) Heat transfer behavior was more sensitive to gas velocity 
variations for the smaller particle experiments. Also, higher 
rates of heat transfer were obtained in a bed of smaller 
particles. 

(g) A general observation of hg showed a moderate increase 
with bed temperature. 

(h) The difference in local values for the three tubes did not 
exceed 20 percent at higher gas velocities. These differences 
were significantly greater at packed bed conditions. 

(/) In bubbling beds, single tube studies are representative 
of heat transfer behavior of tube arrays. 
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Mixed Particle Size Distribution 
Effects on Heat Transfer in a 
Fluidized Bed 

Introduction 

Research interest in fluidized bed heat transfer has been sus
tained by the increasing adaptation of this form of heat 
transfer device to a wide variety of applications. For both 
practical and economical reasons, the particle size distribution 
as supplied to a bed can vary widely. This initial distribution is 
not constant due to breakage, wear, elutriation, or combus
tion within the bed. Consequently a fluidized bed heat ex
changer is usually operated with a broad distribution of parti
cle sizes at any time during a process. In contrast, most of the 
heat transfer literature reporting analytical or experimental in
vestigations of fluidized bed-heater surface configurations has 
focused on fluidized beds with nearly uniform particle sizes. 
Many mixed-bed experimental studies have failed to document 
the size distributions used. Does size distribution have an 
effect on heat transfer? Could it explain certain discrepancies 
apparent in the reported literature? 

While it has been known for some time that the presence of 
fines in a large particle bed improves heat transfer, only 
isolated references to systematic studies of heat transfer in 
mixed-particle-size beds are available in the literature. There is 
some consensus that a particle size smaller than the weight 
mean particle size is necessary to provide agreement to 
established heat transfer correlations [1-3]. This paper reports 
on a series of systematic experiments designed to study the 
effects of binary mixtures on heat transfer between an isother
mal horizontal cylinder and an atmospheric fluidized bed. 

Experimental Apparatus 

The fluidized bed vessel consisted of a rectangular column 
200 cm high with a 30.5 cm x 30.5 cm cross section. The 
fluidizing gas was oil-free compressed air metered by an in-line 
laminar flow element. A 2-cm-thick porous plastic distributor 
plate, offering a suitable pressure drop for uniform flow, was 
used. Bed temperatures were measured using thermocouples 
located symmetrically above and below a single tube heat ex
changer surface. The nominal steady-state bed temperature 
was 303 K. 

In all tests, overall average and azimuthally dependent 
average heat transfer values were determined using a 5-cm-dia, 
25.4-cm-long solid cylinder which was situated along a 
horizontal plane 15.9 cm above the distributor plate. The 
cylinder was heated internally, by a 25.4-cm-long resistance 
heater controlled by a variable d-c power supply, to 35 K 

'Present address: Pratt & Whitney Aircraft Co., W. Palm Beach, FL. 
Contributed by the Heat Transfer Division for publication in the JOURNAL OF 

HEAT TRANSFER. Manuscript received by the Heat Transfer Division November 
18, 1985. 

Table 1 

Nominal composition, 
percent by weight* 

Actual composition, 
percent by weight* 

dP. 
/tm 

Umf, cm/s 

0 
15 
30 
50 
85 
90 

100 
100 

2 
16 
35 
57 
84 
89 
00 
00 

256 
276 
300 
340 
453 
497 
509 
568 

4.9 
5.5 
6.1 
7.0 
11.4 
17.4 
19.4 
21.2 

•Percent particles larger than 297 ^m. 

above the bed temperature. Six surface and four internal ther
mocouples were used to monitor cylinder temperature. End 
effect heat losses were minimized by using teflon end plates. 
Conduction end losses were typically less than 3 percent of the 
total heat transfer. Surface radiation losses were conservative
ly estimated to be less than 0.5 percent of the total heat flux 
from the cylinder. 

The azimuthally dependent average heat transfer from the 
cylinder was determined by the heat loss from an isothermal 
127-^m, 1.5-cm-wide by 25.4-cm-long stainless steel strip. The 
flush-mounted strip was insulated and isolated from the 
cylinder by a 6-mm-thick phenolic insulator. The strip was 
maintained at a temperature equal to that of the cylinder by 
surface resistance heating with current control provided by a 
variable power supply. Four thermocouples, located along the 
strip length, were used to monitor strip temperature. The 
cylinder could be rotated allowing repositioning of the strip. 
Measurements were taken at 45 deg increments from the 0 deg 
stagnation point. 

The average convection heat transfer coefficient was 
estimated by 

h = w/As(T0-Tb) (1) 

where w is the corrected power required to maintain an 
isothermal surface of area As at temperature T0 in a bed at 
temperature Tb. In the course of experimentation, the in
tegrated spatial data taken from the strip were found to agree 
with the overall cylinder heat transfer data to within ±3.5 per
cent. The cylinder and the strip were found to be isothermal 
along their lengths to within ± 1 K and ±0.75 K, respectively, 
when maintained at a nominal 338 K. 

For these experiments the average particle size was varied 
but the type and the total quantity by weight of fluidized 
material was kept constant. The bed was charged with 40.8 kg 
of spheroidal (0 = 0.90) glass beads which resulted in an 
average stagnant bed height of 31 cm. Bed particulates were 
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Fig. 1 Overall heat transfer coefficients versus mass fluldlzlng 
velocities for various binary mixtures 

prepared from two base mixtures, each base containing a nar
row particle size distribution of 509 /xm (base A) and 256 (im 
(base B) mean particle size, respectively. Systematic tests were 
first conducted with the individual base sizes followed by tests 
conducted using various binary mixtures of the two base sizes. 
A third base size of 568 /xm (base C) was used as a control and 
was not blended. A mixture mean particle size dp was found 
from sieve analysis using the surface area to volume weighted 
diameter of 

rf„ = (S(x,«)) ' n = 1 (2) 

where x, is the weight fraction of size dpi. The base A batch 
was prepared from particles which passed through ASTM 
sieve size 30 but were retained by sieve size 35. Base B was 
prepared in a similar manner using sieve sizes 50 and 60, 
respectively. The reported particle sizes are based on an 
average of sieve analyses performed on random samples taken 
during the course of the tests and reflect the actual composi
tions. Sieve analyses were performed according to the ASTM 
standard and using screen sizes 20 through 100. 

A complete uncertainty analysis [4] of the experimental pro
cedure and analysis of data in the manner suggested by Aber-
nathy et al. [5] was carried out. Results suggest that the deter
mined values of overall and azimuthally dependent heat 
transfer coefficients have a typical uncertainty of ±7.5 and 
±8 percent, respectively, at the 95 percent confidence level. 

Fig. 2 Azimuthal dependency of heat transfer coefficient for various 
binary mixtures 
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Results and Discussion 

The experiments were performed in the bubbling flow 
regime at velocity ratios (U/Umf) ranging from 0.86 to 3.6. 
The upper limit on U/Umj was restrained in order to limit 
bubble size so as to minimize bubble to wall effects on the test 
data due to bed scale [6]. Table 1 lists the schedule of mixtures 
tested and the minimum fluidization velocity determined for 
each mixture. The values reported are in conservative agree
ment with available predictions [7] with an rms error of 11.5 
percent. 

Measured values of the overall heat transfer coefficients for 
each mixture versus mass fluidizing velocity G are given in Fig. 
1. The measured values for the 509 /xm and 256 xim base mix
tures form the lower and upper bounds of the mixture results. 
With the addition of the fine base into the larger, a significant 
change in the heat transfer data is noted by 453 fim. In this 
case, while the bed mean particle size was reduced by about 11 
percent, the average heat transfer coefficient was augmented 
from between 25 percent at G = 0.23 kg/m2s to 40 percent at 
G = 0.30 kg/m2s. This trend continued through the 340 /xm 
mixture, beyond which little affect on the heat transfer coeffi
cient was noted even though the mixture mean particle size 
was decreased some 33 percent further. The data for the con
trol batch (568 ^m) were taken at the onset of all testing and 
again at the conclusion of all testing. The data were identical 
to within 5 percent. 

As in the case of the overall heat transfer coefficient, the 
azimuthally dependent heat transfer was affected by mixture 
composition at all angular locations. For a given mass flux 
and angular position, the magnitude of the heat transfer coef
ficient was observed to remain essentially constant for mix
tures containing up to 50 percent of the 509 /xm particles. A 
representative case is shown in Fig. 2 for one nominal mass 
velocity. The behavior and magnitude of the azimuthal data 
are closely related to the hydrodynamics at a particular posi
tion on the cylinder surface. At low relative values of mass 
flux, the higher heat transfer coefficients were observed in the 
fluidized region around the cylinder. Within this region, the 
enhanced fluidization at the 90 deg position causes the heat 
transfer coefficient to attain its maximum value at lower 
fluidization velocities than for other angular positions. At the 
90 deg position, the heat transfer coefficient remained essen
tially constant with mass flux for all mixtures. In the 
unfluidized region, the magnitude of the azimuthal coefficient 
was enhanced by increasing mass flux, that is by increasing the 
interstitial gas velocity at the tube surface. At higher values of 
mass flux, the entire region around the cylinder became 
fluidized with the heat transfer coefficient distribution becom
ing more symmetric. This behavior is similar to that observed 
in beds containing uniform distributions. For the case shown 
in Fig. 2, the entire region about the cylinder was fluidized for 
particle sizes up to 453 /xm. 
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For practical reasons, a design engineer is interested in the 
prediction of the heat transfer coefficient for heat exchanger 
sizing requirements. For this reason, the data were compared 
to several pertinent correlations for fluidized beds using 
horizontal tubes [2, 8, 9]. All correlations were found to 
underpredict the heat transfer measurements in the binary 
beds. Best agreement was found in the comparisons between 
the experimental data and the Grewal-Saxena correlation [8] 
which are shown in Fig. 3. For this correlation, the bed void 
fraction [8] is based on the overall mean particle size from 
equation (2). The uniform distributions are within 10 percent 
rms error of the correlation predictions; this is good agree
ment for the particle materials used. However, the addition of 
a percentage of large particles (base A) to the small particle 
(base B) bed caused increasingly poor agreement between the 
measured data and the predictions for the binary mixtures up 
to 340 tim. In general, a further addition of base A particles 
caused a progressive reduction in this deviation down to the 
uniform 509 pm baseline agreement. The rms error between 
data and prediction is summarized as: 256 /xm at 10 percent, 
275 /on at 17 percent, 300 /xm at 27 percent, 340 tun at 37 per
cent, 453 tun at 26 percent, 497 itm at 7 percent, and 509 tim at 
9 percent. 

Biyikli and Chen [10] reported binary bed data which also 
displayed a marked disparity relative to the correlations. 
While only mixtures with 50 percent or more large particles for 
a diameter ratio of 0.35 were tested, their high velocity, small 
bed size data displayed an rms error variation of some 27 per
cent between uniform and binary bed comparisons to the cor
relations [2, 8]. 

Attempts were made to redefine the mean particle size of the 
mixtures using different definitions arrived at by variation of 
the exponent in equation (2). Not unexpectedly, the mass frac
tion weighted values attempted (« = 1, -0 .5) yielded larger 
mixture mean sizes and, hence, even poorer agreement with 
the established correlations. 

The interaction between the heat transfer and the bed 
hydrodynamics suggests that the local gas velocity and the 
local void fraction at the cylinder surface are major 
parameters in the heat transfer problem. The local void frac
tion is strongly dependent on bed particle size distribution and 
interstitial velocity at the heat transfer surface. It is well 
documented that packed beds containing mixtures of particle 
sizes exhibit different void fractions from beds containing par
ticles of uniform size and of similar weight mean size [11]. The 
measured packed bed void fractions were within 1.5 percent of 
those reported in [11]. For a binary bed with a 0.5 size ratio, a 
minimum voidage occurs with a 50-50 percent blend with 
maximum voidage occurring for either 100 percent blend. The 
relationship between the heat transfer data and the correlation 
follows this trend. 

In summary, the experimental results for binary distribution 
beds with a size ratio of 0.5 are reported. The qualitatively 
known phenomenon in which the addition of smaller diameter 
particles to an otherwise large particle bed can significantly 
alter the heat transfer was documented systematically. 
Specifically, it was found that: (/) A binary bed containing 
mostly smaller particles provides heat transfer corresponding 
to particle beds of a size equivalent to that of the small particle 
diameter, and (if) heat transfer correlations tend to 
underpredict systematically heat transfer in binary, bubbling 
regime beds. Size distribution does have an effect on heat 
transfer. Documentation of the bed particle size distribution is 
necessary if heat transfer data are to be compared. 
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Influence of Pressure on the 
Leidenfrost Temperature and on 
Extracted Heat Fluxes in the 
Transient lode and Low Pressure 
In the coolmg of a hot surface by means of single water droplets impinging from 
above, the Leidenfrost temperature was measured as a function of pressure, below 
atmospheric pressure. Heat fluxes and temperature transients were recorded as func
tions of pressure, with relatively high time resolution, as allowed by the fast 
response to thermal transients of the test section and measuring equiqment especial
ly developed for this purpose. 

Introduction 

The present paper reports measurements of the Leidenfrost 
point and transient heat flux associated with droplets of 
demineralized water impinging on a hot plate at pressures 
below atmospheric pressure. 

Measurements were performed with the method and the 
equipment described in [1], suitably modified, as reported 
below, which facilitated the study of the heat and mass 
transfer process and the Leidenfrost phenomena, which take 
place when one or more liquid droplets impinge on a hot solid 
surface. With the relatively high time resolution of the 
measuring equipment and of the test section, it was possible to 
point out some features which were peculiar to the transient 
phase of the cooling process at atmospheric pressure. 

It was possible to determine the Leidenfrost temperature 
with some accuracy by observing the cooling pulses created in 
a small surface area impinged upon by incident droplets. The 
cooling pulses, which normally have an almost rectangular 
shape during the evaporation phase, turn into sharp peaks 
when the Leidenfrost temperature is reached, because the 
droplets then do not adhere to the surface but rebound on the 
quickly generated vapor layer. 

It is well known that when the surface temperature is raised 
beyond the Leidenfrost point, the extracted heat and, 
therefore, the cooling capability is considerably reduced.1 

However, it seems possible to recover good cooling efficiency 
even in this condition, if a pulselike mode of coolmg is pur
sued with chopped sprays or with a properly controlled se
quence of single drops, as shown in [1]. 

Besides the basic knowledge gained from studying the 
Leidenfrost temperature with single drops at low pressure, it is 
likely that a good base for improving comprehension of the 
film boiling mechanism at low pressure will be obtained. This 
latter type of boiling frequently occurs even at normal at
mospheric pressure when, as a consequence of hydrodynamic 
effects, local pressure may fall below normal atmospheric 
pressure.2 

A literature review [2-37] revealed that, although the 
dependence of the Leidenfrost temperature has been explored 
above atmospheric pressure [27, 28], no paper was found 
pulished in recent years concerning droplet cooling in the 

The cooling capability of the refrigerant drops due to the vapor layer which 
develops on the hot surface and acts as a thermal insulating layer between the 
surface and the refrigerant. 

For the abovementioned reasons of interest, it is worthwhile to study in more 
detail the basic phenomena involved in the transient mode of cooling. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division March 6, 
1984. 

Leidenfrost temperature range, and above, at subatmospheric 
pressure. 

Apparatus 

Figure 1 shows a sketch of the whole apparatus. It consists 
of four sections: 

1 a vacuum or low-pressure chamber VCH with cabling 
facilities for signal processing and power supply from outside; 

2 a system for producing single drops and introducing them 
in a low-pressure environment with controlled timing; 

3 a test section with detectors of the thermal events caused 
by drop cooling; 

4 a signal display and measuring system. 

The vacuum chamber is evacuated by a standard rotative-
diffusion pump system RD. 

The internal pressure is raised from its minimum by admit
ting atmospheric air through a needle valve NV with fine con
trol, and is measured by a precision mercury manometer PG. 
The test section, enclosed within the vacuum chamber, is 
similar to that described in [1]; it consists essentially of a 
heated cavity C, which approximates a black body, and a thin 
molybdenum strip MS, placed over the aperture of the cavity 
to serve as a controlled heated surface. 

The cavity is essentially a thick-walled copper cylinder 
heated by means of coaxially insulated high-temperature 
resistors. Mineral wool (Fig. 1) insulates the hot cylinder walls 
in every direction except that corresponding to the aperture of 
the cavity. 

The molybdenum strip is heated primarily by radiation and 
convection (by the residual air) from the cavity. It is arranged 

Fig. 1 The apparatus 
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(Fig. 1) for the purpose of limiting transverse heat flow in 
favor of the vertical direction [1]. 

The water drops fall on a fixed small spot of this surface, to 
which a thermocouple TCI is soldered on the lower side3 cor
responding with the area cooled by the drops from above. The 
soldering had to be performed in a high vacuum in order to 
avoid severe oxidation and damage to the thin strip. The thin
ness (0.2 mm) of the molybdenum strip combined with the ex
cellent thermal diffusivity of molybdenum enables the ther
mocouple TCI to sense, without sensible distortion, the fast 
temperature transients produced by the water drops impinging 
on the target. 

The radiative heating helps to transfer considerable heat 
flow between the cavity and the Mo strip, with the possibility 
of fast variation, as required by the process involved, provided 
the receiver, as is the case (the Mo strip), has small thermal 
capacity. Having a rapidly varying heat flux is believed to be 
an important factor in performing experimental checks, with 

3 The thermocouple was soldered on the lower side of the strip in order not to 
have a local nonhomogeneity on the cooled surface, which would introduce per
turbations in the behavior of the cooling process. 

300 500 
P R i a a u n s 

Fig. 3 The temperature of Leidenfrost versus the pressure in the two 
following conditions: fLD—spikes begin to appear in temperature 
signals (dynamic case); fL S—the liquid still wets the strip, but suddenly 
after the contact a vapor film is developed (steady case) 

the purpose of assessing the true limit-cooling capability in
volved in the cooling process under study. 

A second thermocouple TC2 senses the temperature of the 
radiating cavity, which is expected to be constant. The heat 
fluxes exchanged between the cavity and the strip are deter
mined knowing the temperatures read by TCI and TC2. The 
direct calibration of heat flux versus TCI and TC2 was per
formed as described below. 

The droplets are produced by means of a hypodermic sy
ringe. A thin stainless steel wire is inserted in the duct of the 
syringe needle in order to increase liquid friction against nee
dle walls and to avoid automatic suction of the liquid into the 
vacuum chamber, especially at the lowest pressure ex
perienced. 

A stop and a spring are fitted to the syringe piston to help 
produce single droplets of reproducible size. A third ther
mocouple TC3 (screened against the radiation emitted by the 
test section) measures air temperature inside the low-pressure 
chamber. A precision hygrometer HY was placed inside the 

Nomenclature 
tso - temperature of the strip at the steady-

state condition before the arrival of the u 
drops PR 

ts = running temperature of the Mo strip HS 
tc = temperature of the heating cavity at the DV 

steady-state condition OS 
tsM = saturation temperature VCH 
tsev = minimum temperature of the Mo strip TCI, TC2, TC3 

reached during the contact and evapora- HY 
tion of the drops TS 

p = pressure D> R 
qev = maximum specific heat flux exchanged PG 

through the Mo strip NV 
tL = Leidenfrost temperature MS 

tLD = Leidenfrost temperature in the case of IM 
full rebound of the droplets of water HTR 
(dynamic case) MW 

ths = Leidenfrost temperature in the case of CC 
residual wetting of the surface by the C 
droplet (steady case) CI 

ta = air temperature inside vacuum chamber WD 

humidity 
potentiometer recorder 
hypodermic syringe 
digital voltmeter 
oscilloscope 
vacuum chamber 
thermocouples 
hygrometer 
test section 
diffusion and rotative pump system 
pressure gage 
needle valve 
molybdenum strip 
thermally insulating material 
high-temperature resistors 
mineral wool 
copper cylinder 
radiating cavity 
ceramic thermally insulating material 
water drop 
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was boiling. We noticed this phenomenon for the following
two conditions:

• when the drop, in the steady-state condition, was at a
distance (needle-test section) on the order of 1-2 em;

• when the drop arrived at the hot surface with very low
velocity by moving the needle toward the test section. The
bubbles were shown even before contact.

Fig. 9
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Fig. 7
u = 63 percent

(first pulse)
(second pulse)

u = 84 percent
(first pulse)
(second pulse)

u = 84 percent
(first pulse)
(second pulse)

tc = 212°C
tsOY =95°C
tsay = 95°C

ta = 235°C
tsOY = 153°C
tsay = 145°C

Fig. 4 Temperature pulses due to two discrete drops: upper
signal-trigger signal; lower trace-thermocouple TC1; 'signal scales:
5 mV per main division; 5 s per main division;

ta = 49°C ta = 196°C
tso =193°C tsay =95°C
tso = 184°C tsOY = 95°C

P = 600 torr

Fig. 5 Temperature pulses due to two discrete drops; signal scales as
In Fig. 4

ta =48°C
tso = 193°C
tso = 183°C

p = 500 torr

Flg.6 Temperature pulses due to two discrete and more drops; signal
scales as in Fig. 5;

ta =50oC
tso =214°C
tso = 210°C

P= 500 torr

low-pressure chamber to measure the humidity; its value was
read through the window.

The temperature of the droplet was not monitored, since it
was assumed to be very close to the saturation temperature.
Although we have no direct evidence, a clue for this assump
tion was the fact that we observed inside the drop the develop
ment of microvapor bubbles, as a demonstration that the drop

Results

Measurements of the Leidenfrost temperature were made
every 50 torr, starting from atmospheric pressure, to 25 torr;
below this value, the drops disintegrate as soon as they are in
troduced to the low-pressure chamber.

In addition to temperature and humidity of the residual air,
the following quantities were measured: the temperature tc of

918/ Vol. 108, NOVEM BER 1986 Transactions of the ASME

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



o 
o 

-
. t..-t... 
o t..-.t.., 

p : 3 0 0 Ion 
3 9 9 9 0 N /m ! 

<) n 

, 

D" -

' 

o 1 
, 
to 

' 

im 

* ' 

' 
' 
D ° 

4° >00 

•f- - 1 
- -

T E M P E R A T U R E OF D I V S T R I P 

Fig. 10 
o 

. t..-t... 
o t..-.t.„ 

p : ZOO l . n 
2 6 6 6 0 N /m ' 

5 0 
»--• 

- - S - -

. 

° a 
"U 

| 

I 
Ji 

.. 

is,, 

i l l 

" 

t„ 

-

< 

2\ in 

T E M P E R A T U R E OF DRV I T R I P 

Fig. 11 

u 

. t..-t... 
o t..-,t.., 

p = 100 ' • " 
13330 N/ni? 

5 n 

•• 

° j 
„ 

: 

• 1 

. 

10 
& 

<.' 

L 
•J 

rA 

PS 
i t , . 
110 
] 

1 
H io -

T E M P E R A T U R E OE DRV S T R I P 

Fig. 12 

Figs. 7-12 Maximum decrease in temperature i s o - t s e v and 
overheating fS6v - ts a t of the hot surface, when cooled by the droplets, 
as a function of the initial dry strip temperature t s o 

the radiating cavity, the initial temperature ts0 of the 
molybdenum strip, the drop size (</> = 2 mm), the surface 
mean roughness (a = 3 /xm), the emittance (= 0.34 ± 0.02), 
and the drop velocity (3 m/s). 

In order to determine the specific heat fluxes exchanged 
through the molybdenum strip, a direct calibration of heat 
flux versus temperatures tc and ts0 was performed as follows. 
A constantan cylinder was soldered to the upper side of the 
strip. Along the axis of the cylinder, two copper wires were 
soldered. The distance between the wires was 2.5 cm. A dif
ferential thermocouple was thus formed which sensed the 

temperature difference corresponding to this distance on the 
cylinder axis. Thermal fluxes could be estimated through the 
thermal conductivity of the cylinder and the Fourier law. 
Transverse heat flux was made negligible, with respect to the 
axial flux, by means of thermal insulating material placed 
around the surface of the constantan cylinder. 

Figure 2 shows the calibration curves, giving the specific 
thermal flux q as a function of the difference (tc — tso) and 
suggests that q could be expressed as q = K (tc — ts0) with K 
slowly changing with pressure and (tc — ts0), except for the 
largest values of (tc — tso). The calibration curves determined 
in the static case for the temperatures are assumed to be valid 
even in the transient case, because of the very low thermal 
capacitance of the Mo strip. 

Table 1 presents the Leidenfrost temperature at atmospheric 
pressure as reported by various investigators. These values are 
reported here as general references. However, the surface 
materials for which these temperatures were recorded have an 
influence and therefore cannot be compared exactly with the 
results on a molybdenum surface of a particular roughness. 

Figure 3 shows the Leidenfrost temperature at various 
subatmospheric pressures determined by the present investiga
tion. The top curve of Fig. 3 shows the locus of temperatures 
at which the drop just begins to give rise to spikes in the 
temperature signals. The middle curve shows the locus of 
temperatures at which the Leidenfrost phenomenon is first 
detectable. This latter temperature corresponds to the transi
tion condition in which the cooling pulses are no longer rec
tangular but not yet spikelike (Fig. 5). In this condition, it is 
believed that the liquid still wets the surface but, suddenly 
after the contact with the surface, a vapor film is developed. 

Figures 4, 5, and 6, respectively, show the temperature tran
sients as displayed on the oscilloscope for the three specific 
conditions examined: below the Leidenfrost point (Fig. 4), 
during the transition phase (Fig. 5), and when the first quite 
definite rebound of the drops occurs (Fig. 6). The pressure 
strongly influences the Leidenfrost temperature, changing it 
from = 100 °C (at 25 torr) to 220 °C (at 760 torr). It can be 
seen from Fig. 3 that the Leidenfrost temperature curves show 
pressure dependence similar to that of the saturation 
temperature. 

The curves in Fig. 3 maintain almost constant temperature 
difference regardless of pressure; the middle curve (steady 
droplets) is the most regular; the upper curve (bouncing 
droplets) tends toward a plateau at high pressures. 

The difference between the saturation temperature and the 
Leidenfrost point increases slightly with pressure (within the 
range studied), passing from At — 90°C to At = 125°C 
(dynamic case) and from At - 85"C to At - 105 °C (steady 
case) at 25 torr and 760 torr, respectively. The similarity of the 
pressure dependence of the Leidenfrost temperature to that of 
the saturation temperature has been reported for pressures 
above the atmospheric value [27]. 

Figures 7-12 show the maximum decrease in temperature of 
the hot surface, when cooled by the droplets, as a function of 
the local initial temperature tso of the surface at some specific 
pressures. From these values, it is evident that for a given in
itial temperature tso of the dry strip, the temperature decrease 
(tso ~ tsev) increases with decreasing pressure. It is also evi
dent that at all pressures, the decrease in temperature of the 
strip increases as the initial dry strip temperature iso increases, 
and reaches a maximum as the Leidenfrost point is 
approximated. 

Figure 13 presents the drop evaporation time as a function 
of the initial dry strip temperature tso, under different 
pressures. 

Finally, Fig. 14 shows the maximum specific heat flux qev 

extracted from the surface by each drop as a function of the 
initial dry strip temperature tso, under different pressures. It is 
evident that the maximum specific heat flux qe„ increases 
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Table 1 P = 760 torr 

Drop volume, cm 3 Researcher Year Reference / L , °C 

<0.05 
<0.25 
<0.05 
0.05-10 
0.05-1* 

Gottfried 
Betta 
Lee 
Patel/Bell 
Schoessow 

1962 
1963 
1965 
1965 
1967 

[6] 
[31] 
[32] 
[33] 
[34] 

280 
245 
280 
305 
180 

•Revolving surface mode . 

40 80 160 200 Cc) 
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Fig. 13 Evaporation time as a function of the temperature of the dry 
strip under different pressures 
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Fig. 14 The maximum specific heat flux qev, extracted from the sur
face by the drops, as a function of the temperature of dry strip tso under 
different pressures 

rapidly up to tL, and then decreases or remains constant. This 
different behavior, however, could be significantly affected by 
considerable uncertainties in the evaluation of qev. 

Taking into account the increasing difference of (/s, 'sat) 
as the Leidenfrost point is approached, a net reduction of the 
thermal exchange coefficient k = qev/(txy - tSSit) is eviden 
(Fig. 15). 

Actually, the heat flux was limited to 1.8 x 103 W/m2 ac 

i 600 torr 
A 500 
A 4 00 
0 300 
° 200 
• 1 00 

115 14 5 175 205 235 

t,o <"C) 

Fig. 15 The thermal exchange coefficient K as a function of the initial 
dry strip temperature fs0 under different pressures 

cording to the maximum difference {tc — tso) achievable with 
the apparatus. 

The authors believe that the present investigation should be 
extended to higher heat fluxes with constant surface 
temperature ts in order to assess the limiting cooling capability 
with drops above the Leidenfrost point and low pressure. 
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Subcooled-Boiling and Convective 
Heat Transfer to Heptane Flowing 
Inside an Annulus and Past a 
Coiled Wire: 
Part I—Experimental Results 
Heat transfer coefficients for subcooled heptane were measured in two flow 
geometries for different heat fluxes, flow rates, bulk temperatures, and system 
pressures. Regimes of convective heat transfer and of nucleate boiling were 
delineated for a concentric annular test section containing an internally heated rod, 
and for a resistance-heated coiled wire mounted in crossflow. Second-order effects 
such as flow direction, hysteresis, and method of pressurization were also 
investigated. 

1 Introduction 

Flow boiling heat transfer under subcooled and saturated 
conditions has been the subject of numerous investigations. 
Although the mechanisms of boiling heat transfer are not yet 
fully understood, a number of semi-empirical correlations ex
ist [1], which predict heat transfer coefficients with reasonable 
accuracy. Measurements with a variety of different fluids are 
necessary to establish the generality of these correlations and 
improve their reliability. The present study has its origins in 
fouling investigations with heptane-styrene mixtures. To 
establish reference conditions for these investigations, a 
number of nonfouling heat transfer measurements with pure 
heptane (99.5 percent) were performed, in which convective 
heat transfer and nucleate boiling regimes were mapped. Heat 
flux, bulk temperature, system pressure, and flow rate were 
varied over a wide range, given in Table 1. In addition, the 
nonfouling investigation included a study of parameters that 
are usually considered of minor importance. 

In Part II of this paper, the heat transfer coefficients 
presented here are compared to those obtained from several 
correlations given in the literature. 

2 Test Equipment 

The equipment was described previously [2, 3]. Some 
changes were made, to improve the stability of the thermal cir
cuit and to allow visual observation of the heated sections. A 
flow diagram is given in Fig. 1. Two test sections are mounted 
in parallel to measure simultaneously the heat transfer from 
the cylindrical rod and from the coiled wire. Some features of 
the flow assemblies are given in Table 2. The fluid is pumped 
from the pressurized supply tank via orifice flow meters to the 
probes. All piping was done with stainless steel degreased by 
running hot toluene and hot heptane for several days through 
the piping before the experiments. 

The coiled stainless steel wire, or "hot-wire probe," which 
was mounted normal to the flow in a rectangular duct was 
heated electrically. The heat flux supplied by the wire was 
calculated from the current and voltage. The wire temperature 
could be determined by the change of electrical resistance with 
wire temperature. To obtain reproducible values of wire 
temperature, the coil was heated several days in a vacuum 
oven before using. The bulk temperature around the hot-wire 

Table 1 Range of investigations 

System pressure 
Bulk temperature 
Heat flux 
Mass velocity in the 

annulus 
Mass velocity around the 

coiled wire 

1 bar 
30°C 
800 W/m2 

106 kg/m2s 

5.5 kg/m2s 

<P< 
<Tb< 
<q< 

<m< 

<m< 

7.89 bar 
95°C 
400,000 W/m2 

712 kg/m2s 

17.1 kg/m2s 

s STIRRER 
mc MIXING CHAMBER 
® PRESSURE GAGE 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 3, 
1985. 

DP DIFFERENTIAL PRESSURE 
TC THERMOCOUPLE 
IH IMMERSION HEATER 
HT HEATING TAPE 

Fig. 1 Test loop 

probe was determined by two thermocouples located 19 mm 
upstream and downstream respectively from the coil. Due to 
later applications, the liquid flow velocities for the hot wire 
probe were chosen to be in the range of laminar flow. 

The heater for the annular flow measurements was supplied 
by Heat Transfer Research Inc. [4]. It consisted of a stainless 
steel sheathed resistance heater with four thermocouples 
located close to the heating surface. The bulk temperature was 
measured with thermocouples located in mixing chambers 
before and after the annulus. While the usual flow direction 
was vertically upward, some measurements were also perform
ed for horizontal and for vertical downward flow. 

3 Procedure 

All measurements were taken after the circuit had reached 
steady state at the chosen system pressure and mass velocity. 
Then, at a selected bulk temperature, the heat flux was varied 
systematically. In accord with common practice, most of the 
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Table 2 Construction data of flow assemblies 

Hot wire Annulus 
Material 
Wire diameter 
Wire length 
Coil diameter 
Coil length 

Number of coils 
Duct cross section 

(width x depth) 

SS 410 
0.2 mm 
125 mm 
1.25 mm 
40 mm 

25 

40 mm x 13 mm 

Material 
Rod diameter 
Annulus outer diameter 
Heated length 
Heated length to 

thermocouple location 

Entrance length to 
thermocouple location 

SS 316 
10.7 mm 
25.4 mm 

102.0 mm 

78.0 mm 

294.0 mm 

7 " 

5 ~ 

3 -

104-

7 -

5 -

3 -
a 

m2K 

K?-
7 -

5 -

3 -

1Q2 

1C 

D 
A 

<> 

* 

HEPTANE 
COILED WIRE 
\ =86°C 
p = 652 bar 
rh =17.1 kg/m2s 
rh =11.0 kg/rrr^s 
m = 5.5 kg/rrf's 

/ 

3 5 7 i f f 

oV/ 

3 

~^ Cr"x^, 
o 0/0 o 

-V 

5 7 104 3 

J S S ^ ^ ^ 

<'/ 

5 7 105 

\-ffi 

Y 

3 5 7 10 

q W/m2 

Fig. 2 Influence of heat flux and mass velocity on the heat transfer Fig. 3 Influence of heat flux and mass velocity on the heat transfer 
coefficient for annular flow coefficient for flow around a coiled wire 

measurements were taken with decreasing heat flux. However, 
to demonstrate possible hysteresis effects, some test series 
were repeated with increasing heat flux. The local heat 
transfer coefficient a(z) from a heating element is calculated 
from 

a(z) = 
Q/A 

(1) 
Ts(z)~Tb(z) Ts{z)-Tb{z) 

For the annular probe, the wall temperature Tw was calculated 
as the mean value of two thermocouple readings. From the 
measured value of Tw the temperature drop between ther
mocouple location and surface was deducted to obtain the sur
face temperature Ts 

Ts = Tw—^-<7 (2) 

The value of s/\ was specified for each thermocouple by the 

manufacturer. The average of the inlet and outlet 
temperatures was taken as the bulk temperature. 

In the case of the heated coil, the heat flux was calculated 
from 

Q = HV/I-R,n) (3) 

where /, V, and Rext are the measured current, the measured 
voltage, and the electrical resistance of the measuring circuit, 
respectively. The difference between the wire temperature 
under heating conditions, Tw and a chosen reference 
temperature TwQ is 

( «-«> - l ) / 7 
\Rn— Rrw, f 

(4) 

In this equation R0 is the resistance at T^ and 7 is the 
temperature coefficient of the wire's electrical resistance, 

Nomenclature 

= surface area of heater, m2 

= Henry's Law constant, bar 
= current, A 

A 
H 
I 

m = mass velocity, kg/m2s 
P 

Q = 

pressure or partial pressure, 
bar 
heat flow rate, W 

q = heat flux, W/m2 

R 
r 
s 

T = 

n electrical resistance, 
cavity radius, m 
distance between ther
mocouple location and 
heating surface, m 
temperature, °C, K 

V = 
x = 
z = 
a = 

7 = 

5 = 
X = 

a = 

Subscripts 
b = 

voltage, W/A 
mole fraction 
length coordinate, m 
heat transfer coefficient, 
W/m2K 
temperature coefficient of 
electrical resistance, 1/K 
degree of saturation 
thermal conductivity of 
metal in annular probe, 
W/mK 
surface tension, kg/s2 

bulk 

c 
ext 
H 

I 
meas 

Nb 
N2 

ons 
s 

sat 
sup 
syst 

t 
w 
0 

= calculated 
= external 
= heptane 
= laminar 
= measured 
= nucleate boiling 
= nitrogen 
= onset 
= surface of heating element 
= at saturation 
= in the supply tank 
= system 
= turbulent 
= wall, wire 
= at reference conditions 
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Tb̂  B6°C 
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D p = 6-52 bar 
a p = 6.52 bar 

m= 711.8 
m= 260 
rh= 106 

3 5 7 103 

Fig. 4 Heat transfer coefficients measured with increasing (closed 
symbols) and decreasing (open symbols) heat flux for flow in the 
annulus 

7 i t f 3 5 7 Kp 3 5 7 10 3 5 7 10 

q W / m 2 

Fig. 5 Heat transfer coefficients measured with increasing and 
decreasing heat flux (coiled wire) 

which was determined in previous measurements to be 0.00051 
K~*. For the wire, TS = TW. 

4 Results 

The influence of a number of parameters on the heat 
transfer coefficient for the annulus and the coiled wire will be 
discussed below. 

4.1 Heat Flux. Figures 2 and 3 show the influence of the 
heat flux on the heat transfer coefficient. The parameter in 
both diagrams is the mass velocity m. 

One can clearly distinguish two different regimes: the con-
vective heat transfer regime where the heat transfer coefficient 
is independent of the heat flux but dependent on the mass 
velocity and the nucleate boiling regime where a increases with 
increasing q but is independent of m. For the latter condition, 
the observed relationship between heat transfer coefficient 
and heat flux may be expressed by the proportionality 

a~te)0-8-'-0 (5) 
For both heaters, the convective heat transfer increases in 
value and in range, as the mass velocity is increased. The tran
sition from one heat transfer mechanism to the other was 
found to be rather sharp. 

Variations of the convective heat transfer coefficient, which 
may be found in some of the plots at low heat flux (low wall 
superheat), are attributed to uncertainties in the measuring 
system and not to physical phenomena. Especially with the hot 

W/m2K 

q- 2B600W/m2 

q. 374600 W/m2 

q= 27300W/m2 

Q =356000 W/m2 

rh kg / r r f s 

Fig. 6 Influence of the mass velocity on the heat transfer coefficient 

wire it was rather difficult to determine accurately small 
temperature differences, due to the very small change of the 
electrical resistance. 

A number of reports (for example [5]), which mainly deal 
with pool boiling heat transfer, indicate higher nucleate boil
ing heat transfer coefficients at medium heat fluxes if the 
measurements are made with decreasing heat flux rather than 
with increasing heat flux. This result is attributed to the activa
tion of nucleation sites. Figures 4 and 5 show some 
measurements in which possible hysteresis effects for both the 
annulus and the coil were investigated. In the case of the an
nulus, no hysteresis was detected, whereas for the coil small 
effects of the different heating cycle are found. It seems likely 
that this difference may be due to the very different flow 
velocities in the annulus and past the coil. Comparison of flow 
boiling and pool boiling measurements with the same liquid 
[5, 6] suggest that hysteresis effects decrease as the flow veloci
ty is increased. 

4.2 Mass Velocity and Heater Geometry. The influence 
of the mass velocity on the heat transfer coefficient may also 
be seen in Figs. 2 and 3. While the heat transfer coefficient in 
the nucleate boiling region is independent of the mass velocity, 
the convective heat transfer coefficient increases with increas
ing liquid velocity. This result holds for both heaters. 
However, as can be seen in Fig. 6, the turbulent heat transfer 
in the annulus follows the power law 

a,~m0-9 (6) 

whereas the laminar heat transfer from the coil depends less 
strongly on the mass velocity 

ai~m0-25 (7) 

Since for pure forced convection in laminar flow an exponent 
of 0.5 was to be expected, a considerable contribution of 
natural convection has to be assumed. Nevertheless, the heat 
transfer coefficients from the coiled wire are in most cases 
higher than from the heating rod, presumably due to the 
greater thermal and hydraulic entry effects associated with the 
former. 

As the heat transfer coefficients at fully developed nucleate 
boiling depend much more on the bubble mechanism than on 
the fluid dynamics, the heat transfer coefficients in the 
nucleate boiling regime were found to be identical for both 
heaters, as seen in Fig. 7. 

4.3 Bulk Temperature. According to equation (1), the 
heat transfer coefficient is defined in terms of the difference 
between surface and bulk temperature. Assuming that the 
physical properties of the liquid do not change too much 
within the investigated range of bulk temperature, the convec
tive heat transfer coefficient, being independent of the surface 
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Fig. 7 Heat transfer coefficient versus heat flux for wire and annulus 

temperature, should be unaffected by a variation of the bulk 
temperature. As for the nucleate boiling heat transfer coeffi
cient, many authors have found [1] that aNb depends on the 
difference between surface temperature and saturation 
temperature and not on the difference between surface and 
bulk temperature. Therefore, for a given system pressure and 
heat flux, the surface temperature should be independent of 
the degree of subcooling (Tsat - Tb), while the heat transfer 
coefficient aNb, defined according to equation (1), should 
decrease with increasing temperature difference (rsa l - Tb). 
Both assumptions are confirmed by Fig. 8, which shows the 
results of three runs with different degrees of subcooling. In 
Fig. 8(a), the heat flux is plotted against the difference bet
ween surface and bulk temperature, showing a decrease of the 
nucleate boiling heat transfer coefficient as the subcooling is 
increased at a given heat flux. Figure 8(b) demonstrates that 
the degree of subcooling does not affect the surface 
temperature at a given heat flux, if nucleate boiling 
predominates. The fact that the surface temperatures at 
nucleate boiling are only slightly higher than the saturation 
temperature can be attributed to some nitrogen dissolved in 
the heptane. This effect will be discussed in the following 
subsection. 

4.4 System Pressure and Method of Pressurization. 
Figure 9 shows the influence of the system pressure on the heat 
transfer coefficient. For the convective heat transfer (low heat 
flux), there is no influence to be seen because the change of 
physical properties of the liquid with pressure is negligible. To 
discuss the influence of the pressure on the nucleate boiling, 
the surface temperature excess may be split into 

Tb — (Ts - Tsat) + (rsa t - Tb) (8) 
While the saturation temperature increases with increasing 
pressure, the difference between surface temperature and 
saturation temperature decreases due to the increasing nuclea-
tion density caused by the change of the fluid properties 
(mainly the reduction of the surface tension) [7]. Figure 9 
shows a reduction of the nucleate boiling heat transfer coeffi
cient with rising pressure. This indicates that the increase of 
(Tsat - Tb) more than compensates for the decrease in 
(TS-TSM). 

With the existing equipment, the system pressure could be 
produced in two ways, namely 

(a) by connecting the supply tank to a nitrogen cylinder, 
and 

(b) by using the expansion of the liquid and its increasing 
vapor pressure with rising bulk temperature. 

In Figs. 10 and 11, some results obtained with both methods 

Fig. 8(a) Heat flux versus difference between surface and bulk 
temperature. 

io=-

q 

w/m2 

10" 

103-

D 

o 
A 

HEPTANE 
ANNULUS 
p = 6.52 bar 
rh = 398.6 kg/rrfs 
Tsat"Tb =92°C 
Tsat-Tb = 115°C 
Tsat-Tb =139°C 

10° 3 5 7 101 3 5 7 102 

Ts K 

3 5 7 1C? 

Fig. 8(b) Heat flux versus surface temperature for various degrees of 
subcooling 

of pressurization are compared. While the convective heat 
transfer coefficients seem to coincide, the nucleate boiling 
starts at lower heat fluxes and reaches higher heat transfer 
coefficients for the nitrogen pressurization. At very high heat 
fluxes, the curves approach each other. Nevertheless, the dif
ference between heat transfer coefficients achieved at the same 
heat flux but with different methods of pressurization may be 
some hundred percent. 

Similar results were also reported by McAdams et al. [8] 
from measurements with water and by Pike et al. [9] from 
measurements with water and glycerine. The increase of the 
heat transfer coefficient is probably caused by nitrogen, which 
was dissolved in the liquid at the supply tank temperature and 
formed bubbles at the heated surface. The nitrogen partial 
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Table 3 Measured and calculated temperatures at the onset of nucleate boiling (d = 95 
percent) 

1 syst' 
bar 

m, 

kg/m2 

1 ons, meas • ' ons, calc* 

°c 
7'. 

3.76 
6.52 
6.52 
6.52 
7.89 

85.0 
38.5 
61.0 
85.0 
85.0 

398.0 
398.0 
398.0 
398.0 
398.0 

98.8 
99.2 
99.3 

108.7 
108.3 

98.5 
104.3 
101.9 
106.4 
110.5 

150.4 
177.6 
177.6 
177.6 
188.3 

10000 

5000 

a 
W/m2K 

2 0 0 0 -

1000 

HEPTANE 
ANNULUS 
rh = 398.6 kg/rrfs 
Tb = 86°C 
q = 374600 W/m2 

q = 28815 W/m2 

1 2 5 10 
p bar 

Fig. 9 Influence of the system pressure on the heat transfer coefficient 
for convective and nucleate boiling heat transfer 

103-

HEPTANE 
COILED WIRE 

Kf 

Fig. 11 Influence of pressurization method on the heat transfer from a 
coil 

*Ni ( • ' s u p ) - - ' syst - " H W s u p ) (10) 

HEPTANE 
ANNULUS 
Tb = 86 °C 
m = 39B.6 kg/nr^s 
Q lluid exp. 
A N2 pressure 

3 5 7 10s 

Fig. 10 Influence of pressurization method on the heat transfer from 
an annular core 

pressure adds to that of the heptane, thus starting nucleate 
boiling at temperatures below the saturation temperature of 
the pure heptane. In what follows, an attempt is made to 
quantify this effect. However, as the test equipment was not 
designed for this kind of investigation, a number of assump
tions have to be made which will have to be verified in further 
experiments. 

Neglecting the suppression of nucleate boiling caused by the 
flow velocity [1], as well as the Thomson correction [10], 
yields 

_ 2(7 
"H + P N 2

 — -^syst (9) 

where the partial pressure of the heptane is to be evaluated as a 
function of the liquid temperature [11]. The partial pressure of 
the nitrogen at the supply tank temperature is 

^ 2 V J I s u p / -1 syst •* HV-*sup/ 

For pressures below 10 bar, the saturation concentration of 
nitrogen dissolved in heptane may be calculated using Henry's 
Law [12] 

P N 2 = * H (11) 

If the concentration remains constant, the influence of the 
fluid temperature on the nitrogen partial pressure is given by 
[12] 

with T in K. 
To evaluate the cavity radius r at the onset of nucleate boil

ing, equations (9)-(12) were applied to measured results for 
p=1.07 bar and a low mass velocity. A cavity radius of 
r = 2.15 (jm was found, which seems to be a reasonable value 
[1]. The degree of saturation for the nitrogen/heptane system 
was found by trial and error to be <5 = 95 percent. Then, taking 
r and 5 as constants, the temperature at the onset of nucleate 
boiling could be calculated using equations (9)-(12). Table 3 
shows some of the calculated results for several system 
pressures and bulk temperatures. The agreement between 
measured and calculated values is reasonably good. 

Furthermore, Figs. 10 and 11 show that the influence of the 
heat flux on the heat transfer coefficient is smaller for the 
nitrogen pressurization than for the pure heptane, as long as 
the heat transfer is improved by the dissolved gas. This effect 
can be attributed to the fact that the heptane near the heated 
surface becomes depleted of nitrogen as the rate of evapora
tion is increased. A similar observation is reported by 
Schliinder [13] for the boiling of binary mixtures, where the 
decreasing concentration of the component with the lower 
boiling point causes an increase of the saturation temperature 
at the heated surface. To apply Schliinder's diffusion model 
[13] to the phenomena described in the present case, further 
measurements with various liquid-gas combinations have 
been completed recently. 
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Unless otherwise stated, the data shown in this paper have 
been obtained with pressurization by fluid expansion and 
vapor pressure. 

4.5 Flow Direction. Some measurements with vertical 
upward, horizontal, and vertical downward flows were per
formed in the annulus at a heat flux of 375,000 W/m2 and 
mass velocities between 96.5 kg/m2s and 390.6 kg/m2 s. At 
the higher mass velocities, no difference was found between 
the heat transfer coefficients for the three flow directions. In 
the case of the vertical downward flow, however, local dry-out 
occurred at mass velocities below 235 kg/m2s, caused by the 
development of a large vapor bubble blocking the flow 
channel. 

5 Conclusion 
Heat transfer experiments with flowing heptane show 

distinguishable regimes of convective heat transfer and 
nucleate boiling heat transfer. In nucleate boiling, the heat 
transfer coefficients from a coiled wire to a fluid in cross flow 
and from a rod to an annular fluid in parallel flow are iden
tical, and both are independent of the mass velocity. While no 
influence of the flow direction was detected, the method of 
pressurization strongly affected the heat transfer coefficient at 
intermediate heat fluxes. Boiling hysteresis was only found at 
low mass velocities for the coiled wire probe. 

Acknowledgments 

The authors are indebted to the German Research Council 

(D.F.G.), Bonn, Bad-Godesberg, for financing the fellowship 
of H.M.-St., and to the Natural Sciences and Engineering 
Research Council of Canada for continuing financial support. 

References 

1 Collier, J. G., Convective Boiling and Condensation, McGraw-Hill, New 
York, 1981. 

2 Fetissoff, P. E., Watkinson, A. P., and Epstein, N., "Comparison of 
Two Heat Transfer Fouling Probes," Proceedings of the 7th Int. Heat Transf. 
Con/., Munich, FRG, Vol. 6, 1982, pp. 391-396. 

3 Fetissoff, P. E., "Comparison of Two Fouling Probes," M.A.Sc. Thesis, 
Dept. of Chem. Eng., Univ. of British Columbia, 1982. 

4 Fischer, P., Suitor, J. W., and Ritter, R. B., "Fouling Measurement 
Techniques," Chem. Eng. Progr., Vol. 71, No. 7, 1975, pp. 67-72. 

5 Bland, M. E., "Bubble Nucleation in Cryogenic Fluids," Ph.D. Thesis, 
Oxford, 1970. 

6 Klein, G., "Warmeubertragung und Druckverlust bei der Stromung von 
verdampfendem Stickstoff im Waagerechten Rohr," Dissertation, TH Aachen, 
1975. 

7 G o r e n f l o , D . , " W a rme i ibe rgang beim Beh a l t e r s i e d e n , " 
VDI-Warmeatlas, 4th ed., 1984. 

8 McAdams, W. H., Kennel, W. E., et al., "Heat Transfer at High Rates to 
Water with Surface Boiling," Ind. Eng. Chem., Vol. 41, No. 9, 1949, pp. 
1945-1953. 

9 Pike, F. P., Miller, P. D., et al., "Effect of Gas Evolution on Surface 
Boiling at Wire Coils," Chem Eng. Progr. Symp. Series, No. 17, Vol. 51, 1955, 
pp. 13-19. 

10 Grassmann, P., Physical Principles of Chemical Engineering, Pergamon 
Press, 1971. 

11 Shuzao, Ohe., Computer Aided Data Book of Vapor Pressure, Data Book 
Publ. Comp., Tokyo, Japan, 1976. 

12 Landolt-Bornstein, Zahlenwerte und Funktionen, 6th ed., 1980, No. IV 
CI. 

13 Schliinder, E. U., "Heat Transfer in Nucleate Boiling of Mixtures," Int. 
Chem. Eng., No. 4, Vol. 23, 1983, pp. 589-599. 

Journal of Heat Transfer NOVEMBER .1986, Vol. 108/927 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



H. Miiller-Steinhagen 

N. Epstein 

A. P. Watkinson 

Department of Chemical Engineering, 
The University of British Columbia, 

Vancouver, B.C., 
V6T 1W5, Canada 

Subcooled-Boiling and Corrective 
Heat Transfer for Heptane Flowing 
Inside an Annulus and Past a 
Coiled Wire: 
Part II—Correlation of Data 
In Part I of this paper, the authors reported an extensive series of heat transfer data 
for subcooled boiling of heptane in turbulent flow in an annulus, and in laminar 
flow past a coiled wire. These data plus some new measurements for laminar flow in 
the annulus were compared to the predictions of some 12 correlations from the 
literature. The applicability of these correlations to the present data is determined 
and a combination of correlations proposed to predict heat transfer with satisfac
tory accuracy. 

Introduction 

The calculation of convective and subcooled boiling heat 
transfer rates depends largely on available empirical or semi-
empirical formulae [1]. The accuracy of predictions of these 
correlations is uncertain for conditions outside the range of 
the original data from which they were derived. This is 
especially true if the flow geometry or the fluid to be used is 
different from that of the original study. In Part I of this 
paper, the authors reported heat transfer measurements for 
subcooled boiling of heptane flowing in an annulus and past a 
coiled wire under a wide range of flow arid thermal conditions. 
A comparison of these data to values predicted by correlations 
available in the literature seemed worthwhile for several 
reasons. The comparison would extend the range of fluids for 
which the correlations have been tested since subcooled boil
ing data for heptane were not available in the literature. A 
suitable correlation could be established for subcooled boiling 
on a cooled wire in cross flow. This configuration has been 
used for many heat transfer measurements or experiments [3, 
4], yet a systematic investigation of heat transfer 
characteristics is lacking. Laminar flow data reported in this 
paper for the annular test section would permit a further 
verification of the subcooled boiling correlation of Shah [15], 
which is claimed to be superior to other correlations but has 
only been compared to few data for laminar flow. Shah 
himself, therefore, discourages the use of his correlation for 
Reynolds numbers less than 2300. 

The geometry of the two test sections and the range of con
ditions covered in the experiments are given in Part I, Tables 1 
and 2. Data correlated in this part were taken with pressuriza-
tion by fluid expansion, as the nitrogen pressurization used for 
some runs in Part I resulted in varying and unknown degrees 
of nitrogen dissolution in the heptane. 

Correlations Tested 

The experimental data were compared with the predictions 
of the correlations listed in Table 1. Generally, the heat 
transfer coefficient for convective heat transfer is given as 

arLch 
N u r = - =/(Re, Pr, Gr, x/L) (1) 

with the Reynolds, Prandtl, and Grashof numbers having 
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Fig. 1 Influence of the characteristic length definition and of natural 
convection on the calculated heat transfer coefficient past the coiled 
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Fig. 2 Measured and calculated heat transfer coefficients as a func
tion of the mass velocity for laminar flow past the coiled wire. For cor
relations (1) and (4), Lch = (irl2)dw. 

their usual form. The (x/L) term usually holds for thermal and 
hydraulic entrance effects. 

Only correlation (4) considers the contribution of natural 
convection to the heat transfer for the flow past obstacles. 
However, some authors, for example [18], recommend that a 
Reynolds number be evaluated by superposition of the forced 
convection Reynolds number and the Grashof number 

Re = (Re}c + Gr/2.5)0-5 

This method was applied to correlations (1) and (6). 

(2) 
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Fig. 3 Measured and calculated heat transfer coefficients as a func
tion of the heat flux for laminar flow past the coiled wire 

For flow inside ducts, the characteristic length in the Nusselt 
and Reynolds numbers is the equivalent diameter 

deq = 4Acr/fw (3) 

For annular flow, Shah [15] suggests the use of equation (3) 
only if the annular gap, (d0-dj)/2, is larger than 4 mm. 
Otherwise, the heated perimeter should be used instead of the 
wetted perimeter in equation (3). For the annulus flow 
geometry given in Part I, the annular gap exceeds 4 mm and 
therefore 

4*(dg-rf?) 

Chen [16] generally proposed the use of an equivalent 
diameter based on the heated perimeter. For the investigated 
conditions, this yields a significant decrease of the predicted 
heat transfer coefficients. Since the present results as well as 
about 1000 subsequently obtained but still unpublished data 
points for flow of heptane and of water indicate that equation 
(4) should be applied for the investigated conditions, the 
equivalent diameter according to equation (4) was used for all 
the correlations in this paper. For the flow past the coiled 
wire, no recommendations for the calculation of an equivalent 
diameter or a characteristic length could be found in the 
literature. However, as the coils used were not very tight, cor
relations for a straight wire should give satisfactory results. 
While correlations (2) and (3) are based on the wire diameter, 
Schliinder [18] suggests the use of correlation (1) with a 
characteristic length calculated from 
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Fig. 4 Measured and calculated heat transfer coefficients as a func
tion of the mass velocity, for turbulent flow in the annulus 

Lch ~A}Jjp (5) 
(4) where Ah is the heated area and fp the circumference of the 

projection in the direction of the flow. For a cylindrical body 
normal to the flow this leads to 

Td„L IT 
Lc"-2(L + dw)~d™ {6) 

This definition was also applied to correlation (4). In the case 
of very narrow coils, Lch should probably be calculated using 
a superposition of wire and coil diameters. The validity of this 
assumption will be the subject of further investigation. 

Many investigations, for example [1, 2], show that the heat 
transfer coefficient for subcooled boiling depends on the dif
ference between surface and saturation temperature, 
(7^ - 3"sat), rather than on the difference between surface and 
bulk temperature, (Ts-Tb). Therefore, correlations for 
saturated boiling may be applied to calculate the subcooled 
boiling heat transfer coefficient by evaluating (7^ - 7*sat) and 
adding this value to the difference (Tsa( - Tb). Thus 

N o m e n c l a t u r e 

Acl 

A, 

di 
d0 

dw 

Ahv 

L 

m 

= cross-sectional area, m2 

= heated surface area, m2 

= heat capacity, J/(kg)(K) 
= coil diameter, m 
= equivalent diameter according 

to equation (3), m 
= inside diameter of annulus, m 
= outside diameter of annulus, m 
= wire diameter, m 
= perimeter of projection in flow 

direction, m 
= wetted perimeter, m 
= acceleration due to gravity, 

m/s2 

= latent heat of evaporation, J/kg 
= length, m 
= characteristic length, m 
= mass velocity, kg/m2s 

M = molar mass, kg/kmol 
p = pressure, bar 

p* = vapor pressure, bar 
q = heat flux, W/m2 

S = suppression factor [16] 
T = temperature, °C 
u = flow velocity, m/s 

length coordinate, m 
heat transfer coefficient, 
W/m2K 
temperature coefficient of 
volumetric expansion, K~' 
friction factor 
viscosity, kg/ms 
thermal conductivity, W/mK 
kinematic viscosity, m2 /s 

x = 
a = 

IS = 

f = 
V = 
X = 
v = 
p = density, kg/m3 

a = surface tension, N/m 

Subscripts 
b = bulk 
c = convective 

crit = critical 
fc = forced convection 
g = gas 
/ = liquid 

nb = nucleate boiling 
s = surface 

sat = saturation 

Dimensionless numbers 
Bo = q/mAh„ = boiling number 
Gr = g(Ts-Tb)Lcll

3t3/p2 = Grashof 
number 

Pr = r/Cp/A = Prandtl number 
Re = uLch/v = Reynolds number 
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Table 1 Correlations used for comparison with the measured data 

No. Application and formula 
1 Laminar flow over flat plates 

Nuc =0.664 Re 0 5 Pr 0 3 3 

Author Reference 

Leveque 
as described by Drew [5] 

Laminar flow over tubes and wires 

Nuc = CRe"Pr0'31 

C=0.91, n = 0.385 0 .1<Re<50 

C=0.6, n = 0.5 50<Re<10,000 

Ulsamer [6] 

Laminar flow over tubes and wires 

Nuc = (0.4 Re 0 5 + 0.06 Re0-67) 

x Pr0-4 (r,w/vbf-
25 

Whitaker [7] 

Laminar forced and natural convection 
over cylinders 
Nuc = (0.255 + 0.699 Re 0 5 + 0.033 

x(Gr/Re2)°-3-Gr°-25).Pr0-29 

Fand [8] 

5 Turbulent flow in pipes 

Nu, = 0.023 Re°-8Pr0-4 

Dittus/ 
Boeltcr 

[9] 

Turbulent flow in pipes 

f=(1.82 log R e - 1 . 6 4 ) - 2 

f/8(Re - 1000)Pr 
Nu 

l + 12.7(f/8)°-5(Pr 

• [\ + (d/LfM] 

2 / 3 , 

10 Pool boiling heat transfer to 
saturated liquids 
««* = Ci(9)C 2 with C, , C2 to be 
taken from diagrams 

Gnielinski 

Stephan 

[10] 

7 

8 

9 

Turbulent flow in annuli 
Nuc = 0.023 Re 0 8 Pr0-4(rfo/rf,)0-45 

Turbulent flow in annuli 
Nuc = 0.02 Re0-8 Pr0-33(do/rf,)0-53 

Turbulent flow in pipes 

Nuc = 0.0143 Re0 8 5 Pr0'5 

Wiegand 

Monrad/ 
Pelton 

Taborek 

[11] 

[12] 

[13] 

[14] 

11 Flow boiling heat transfer to 
subcooled liquids 

Shah [15] 

B o > 3 - l O - 5 - 0 o = 23OBo0-5 

B o < 3 . 1 O - 5 - 0 o = l + 4 6 Bo 0 5 

>2-<A = < A „ + ^ 
T 
1 sat 
T -
1 s 
'S3\ 

-n 
^sat 

-n . > 63000 Bo1-25 — 0 = 0 o + -

Otherwise <£ = <f>0 
ac according to correlation No. 5 if Re>2300 
q = ac4>(Ts~Tsal) 

12 Flow boiling heat transfer 
ac according to correlation No. 5 if Re>2300 

, x 0 . 7 9 c 0.45 0.49 v. 

^ = 0 . 0 0 1 2 2 ( aoJvoj'A/l0.24p0.24 ) ' A 7 ^ 4 'API 

A7-„ Apsat = 
(Ts-Ts!lt)Ahv 

Tsat(pgl~prl) 

0.75 
'sat 

Chen [16] 

q = <*c(Ts ~ Tb) + <*nb ( Ts ~ Tsat),S= a(Ts ~ Tb) 

The suppression factor S is given by Chen in a diagram as a function of 
the Reynolds number down to Re= 13,000 at which S=0.85. It was ex
trapolated to have a value of unity for Re< 3500. 

In the above correlations the physical properties should be evaluated for the 
(a) Grashof number at (Ts + Tb)/2 
(b) forced convective heat transfer correlations at Tb 
(c) nucleate boiling correlation at T ^ 
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WS-TM)=M) 
and 

(7) 

(8) 
(*s 7/sat) + (Tsat — Tb) 

This method was used for correlations (10) and (12) (Table 1). 
As the nucleate boiling heat transfer coefficient was found to 
be independent of the mass velocity [1, 19], pool boiling cor
relations could also be considered. 

From the numerous correlations published for boiling heat 
transfer, only three correlations were chosen for this study, 
each originally representing a different application. While the 
Shah correlation was suggested recently [15] for subcooled 
flow boiling in annuli, the correlations of Chen [16] and of 
Stephan [14] were developed for saturated flow boiling and 
for pool boiling, respectively. 

Comparison Between Measured and Calculation Values 

Convective Heat Transfer 

(a) Laminar Flow Past the Coiled Wire. Laminar flow 

— Calculated ace. lo Gnielir 
<a|[lO] 
(b}[lO] with Re by eq.(2) 
<c)[ io]wlth Re by eq.(z) 

_|_ 

Fig. 5 Influence of the heat flux on the convective heat transfer coeffi
cient for turbulent flow in the annulus 

was investigated for the coiled wire, with Reynolds numbers 
between 3.5 and 14.6 based on the wire diameter and between 
5.5 and 23 based on the characteristic length calculated ac
cording to equation (6). Figure 1 shows measured heat transfer 
coefficients as a function of the mass velocity as well as values 
calculated according to correlation (1), using different defini
tions of the characteristic length, with and without inclusion 
of natural convection. As can be seen, the version with Lch 

given by equation (6), including the influence of natural con
vection according to equation (2), yields the best agreement 
with the measured data. This result also holds for correlation 
(4). In correlations (2) and (3) the wire diameter dw has to be 
used, according to [6, 7]. A comparison of the results 
calculated using correlations (1-4) with the measured data is 
given in Fig. 2. All four correlations provide roughly com
parable values; however, correlation (2) predicts coefficients 
that are too large. Better agreement is achieved using correla
tions (1) and (4). The influence of the heat flux on the convec
tive heat transfer coefficient is shown in Fig. 3. With increas
ing heat flux (or excess temperature), the growing contribution 
of natural convection leads to a slight enhancement of the heat 
transfer. However, for the present investigation, the effect of 
natural convection was found to be small in most cases, in ac
cordance with the criterion given in [19], which states that the 
contribution of natural convection may be neglected as long as 
Gr/Re2 < 1. In the present convective heat transfer ex
periments, 0.0001 <Gr /Re 2 < 4.4 

(b) Turbulent Flow in the Annulus. Figure 4 shows 
measured and calculated heat transfer coefficients for annular 
flow, plotted as a function of the mass velocity. For all 
measurements, the best results were obtained with the correla
tion of Gnielinski [10], which is based on all data for turbulent 
heat and mass transfer in pipes that Gnielinski was able to ex-
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Fig. 7 Measured and calculated heat transfer coefficients for convec
tive boiling in (a) turbulent and (b) laminar flow 

tract from the literature. This equation is also recommended 
in [20]. 

The influence of the heat flux on the measured convective 
heat transfer coefficients for turbulent annular flow is given in 
Fig. 5. Again, the contribution of natural convection is 
negligible, as the measured heat transfer coefficients are in
dependent of the heat flux as long as convective heat transfer 
predominates (g< 120,000 W/m2). Figure 5 also contains 
three curves calculated according to correlation (6), each 
showing a different influence of the heat flux on the calculated 
heat transfer coefficient. For the original correlation, curve 
(a), the heat transfer coefficient is independent of the heat 
flux, because the physical properties of the liquid were 
evaluated at the bulk temperature. Curve (b) shows the 
calculated results if the influence of natural convection is con
sidered using equation (2). As the flow velocity is rather high, 
slight deviations between (a) and (b) are found only at high 
heat fluxes. Some authors suggest that the influence of the 
heat flow direction (e.g., cooling or heating) be included by 
multiplying the coefficient by a factor 

(-£-)" (9) 

with n being about 0.25. For the convective heat transfer 
measurements described in Part I, this procedure yields a 
small overprediction of the heat transfer coefficient at high 
heat fluxes as seen in Fig. 5, curve (c). 

Subcooled Nucleate Boiling. Figure 6 shows measured and 
calculated subcooled boiling heat transfer coefficients plotted 
against the heat flux for the two different heater geometries. 
For the annulus, data are shown for two different mass 
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Fig. 8 Influence of the Reynolds number on the subcooled boiling heat 
transfer coefficient 

velocities, while for the coiled wire two different pressures 
have been employed at the same mass velocity. All three cor
relations used for comparison, namely correlations (10), (11), 
and (12), yield results which generally agree with the measured 
data in the nucleate boiling region. Only at a pressure of 6.52 
bar are some deviations between measured and calculated 
values to be noted. These deviations might be caused by minor 
amounts of residual nitrogen dissolved in the heptane (see Part 
I) and though they could also represent a more general failure 
of the three correlations at high pressure. 

The pool boiling correlation of Stephan [14] is only ap
plicable to the nucleate boiling region, whereas those of Shah 
[15] and Chen [16] are supposed to cover both the convective 
and the nucleate boiling regimes. According to Shah [15], 
there exists no experimental verification of the applicability of 
the Chen correlation to subcooled boiling. Figure 7 shows 
some measurements of the heat transfer coefficient as a func
tion of the heat flux for both turbulent flow in the annulus (a) 
and laminar flow past the coiled wire (b). Both sets of 
measurements are compared with calculated values according 
to correlation (10),-which only holds for fully developed 
nucleate boiling, and to correlations (11) and (12), which hold 
for both the convective and the subcooled boiling regimes. 
Both the latter authors use the Dittus-Boelter equation [9] for 
calculating the convective heat transfer; however, the increase 
in heat transfer as nucleate boiling occurs is accommodated by 
an additive expression in the correlation of Chen [16] and by a 
multiplication factor in the correlation of Shah [15]. Both cor
relations do well for the turbulent flow in the annulus (Fig. 
Id). The flow past the coiled wire is a developing laminar flow; 
thus the Dittus-Boelter equation is not applicable (see Fig. lb, 
curve (a)). Therefore, correlation (1) was used for the calcula
tion of the heat transfer coefficients in the laminar convective 
heat transfer region. As Fig. 1(b) shows, this procedure gives 
reasonable agreement between measured and calculated 
values. However, while the developed boiling heat transfer 
coefficients according to Chen [16] are independent of the cor
relation used for convective heat transfer, the values 
calculated according to Shah [15] change if the convective heat 
transfer is varied. 

To demonstrate the influence of the flow velocity on the 
heat transfer, measured and calculated heat transfer coeffi
cients are plotted against the Reynolds number in Fig. 8. The 
data at low Reynolds numbers were not reported in Part I. As 
found by numerous authors [1, 19], the heat transfer coeffi
cient for fully developed boiling is independent of the flow 
velocity. (The boiling heat transfer coefficients for the coiled 
wire, which were measured at characteristic length Reynolds 
numbers between 5 and 20, are very similar to those for the an
nulus.) This result is predicted only by the correlations of 
Stephan [14] (which was developed for pool boiling) and Chen 
[16], whereas Shah's correlation [15] shows a clear influence 
of the Reynolds number on the boiling heat transfer coeffi
cient and considerable deviations between measured and 
calculated results. In Fig. 8, three possible variations of the 
Shah correlation were used to evaluate the heat transfer coeffi
cients, namely, one for turbulent convective heat transfer (a) 
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and the other two for different cases of laminar convective 
heat transfer (b and c). For the turbulent flow region 
(Re > 2300), the agreement between predicted values and 
measured values decreases considerably with decreasing 
Reynolds number. This trend would continue if the Dit-
tus-Boelter equation [9] were also used in the laminar flow 
regime (Re < 2300), as Shah [15] tentatively suggested for 
saturated flow boiling. If, for Re < 2300, the Shah correlation 
is instead combined with a correlation for laminar convective 
heat transfer, a clear improvement of the predicted values can 
be seen in Fig. 8. Although the measured heat transfer coeffi
cients were for developed flow, the combination of the Shah 
correlation with the correlation for developing laminar flow 
gives a fortuitously good agreement with the measured data, 
since the Reynolds number influence is just canceled in the 
above combination. If the "correct" combination for 
developed laminar flow were used for Re < 2300, the agree
ment between predicted and measured values would be 
poorer, but it would tend to improve for low Reynolds 
numbers. 

Nevertheless, the influence of mass velocity is not properly 
accounted for in [15] and considerable deviations between 
predicted and measured heat transfer coefficients cannot be 
avoided for Reynolds numbers between 2300 and 10,000. 

As described in Part I, increasing the system pressure at 
constant bulk temperature or decreasing the bulk temperature 
at constant system pressure yields a reduction of the heat 
transfer coefficient defined according to equation (8). This 
trend is identically predicted by the three correlations for boil
ing heat transfer. 

Conclusion 
Several correlations from the literature were checked as to 

their applicability to subcooled boiling of heptane flowing in 
an annulus and past a coiled wire. The best results were ob
tained using the Chen correlation [16] for convective boiling. 
However it is suggested that the convective term in the correla
tion be replaced either by Gnielinski's more up-to-date cor
relation for turbulent heat transfer in pipes [10] or by the en
trance region solution for flow along flat plates [5], for tur
bulent flow in the annulus and laminar flow past the coiled 
wire, respectively. Similar accuracy with less evaluation of 
physical properties is achieved by using the higher of the two 
values produced by using either the Stephan correlation [14] or 
the appropriate correlation for convective heat transfer [5, 
10]. In the case of lower Reynolds numbers, the application of 
the Shah correlation [15] may yield considerable errors in the 
prediction of the subcooled boiling heat transfer coefficient. 
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Flow Film Boiling From a Sphere 
to Subcooled Freon-11 
The boiling curves for flow boiling of freon-11 from a fluid-heated 3.81-cm-dia cop
per sphere showed dual maxima. One maximum corresponded to the nucleate peak 
heat flux while the other was caused by transitory behavior of the wake behind the 
sphere. Film boiling data were predicted well by the theory of Witte and Orozco. A 
semi-empirical correlation of the film boiling data accounting for both liquid veloci
ty andsubcoolingpredicted the heat transfer to within + / - 20percent. The condi
tions at which the vapor film became unstable were also determined for various sub-
coolings and velocities. 

Introduction 

Film boiling is more mathematically tractable than nucleate 
or transition boiling. However, when it occurs around bodies 
that are submerged in a flowing, subcooled liquid, 
mathematical difficulties arise from phenomena that are not 
physically well understood — namely the formation of a wake, 
the influence of the liquid pressure field on the behavior of the 
vapor film and the effect of subcooling on the mass-energy 
balance that controls the vapor film thickness. 

Film boiling requires relatively large temperature dif
ferences so that steady-state experiments using spheres are dif
ficult to do. Hence, experiments using a quenching technique 
constitute a large percentage of the research that has been per
formed, e.g., [1-3]. Recent research [4-7] shows that although 
quenching experiments might give reasonable heat transfer 
results in the fully developed film boiling regime, there is a 
strong tendency for boiling to localize in the transition and 
nucleate boiling regimes. That is, spatial variations in heat 
flux can occur, with different boiling regimes occurring 
simultaneously at different points on the surface. This causes 
doubt about the significance of minimum and maximum heat 
fluxes that might be calculated from measurements of 
quenching in which surface temperature was assumed to be 
uniform. 

The data of Westwater and co-workers [8, 9] and Bromley 
and co-workers [10] for cylinders were obtained under steady 
conditions and are generally accepted as the standard against 
which various theoretical models should be compared. 
Spherical data are virtually nonexistent because of the difficul
ty of providing enough energy to the sphere to cause film boil
ing. Direct electrical heating and condensation heating are 
easily done for cylinders but not for spheres. On the other 
hand, the sphere is advantageous compared to the cylinder 
because no end effects are present. 

A flow loop was developed to study flow boiling from a 
sphere immersed in freon-11 (R-ll). Experimental heat 
transfer data for all regimes of boiling — film, transition, and 
nucleate - were obtained over moderate ranges of liquid 
velocity and subcooling. High-speed motion pictures gave in
sight into the hydrodynamic behavior in the various boiling 
regimes. 

Apparatus 

The apparatus can be divided into three parts for conve
nience of description - flow loop, test section, and heating 
fluid loop. 

Flow Loop. Figure 1 shows the flow loop used to circulate 
the R-l 1 past the heated sphere in the test section. The loop is 

220 gpi 
Pump 

Fig. 1 Flow loop for circulating freon-11 through the test section. TS 
and G denote temperature and pressure measurement points. 

9.5 mm 
S.S. Tubing 

1 12.7 mm 
""""*" ~~*yi S.S. Tubing 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division Februarv 4 
1985. ' ' 

Fig. 2 Spherical heater inside the Pyrex test section, showing the 
Dowtherm G flow path 
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Fig. 3 Heat flux versus wall superheat for flow boiling of freon-11. 
Dashed lines represent transient behavior. 

closed to the atmosphere; thermal expansion of the R-11 is ac
commodated by the piston accumulator. The accumulator 
also allows pressure to be exerted upon the R-11 by a piston 
actuated by a regulated air supply. The closed system prevents 
the working fluid from becoming contaminated or from ab
sorbing air or water vapor. Fluid velocity in the test section is 
correlated to the mass flow rate measured by the orifice meter. 
The heat exchangers allow heat to be either removed from or 
provided to the R-11 dependent upon the desired operating 
conditions. 

Immediately upstream of the test section is a flow 
straightening/turbulence reducing section designed to yield a 
flat, quasi-laminar velocity profile at the entrance of the test 
section. The Reynolds number in the test section was on the 
order of 300,000, which of course would have been highly tur
bulent if not for the turbulence-reducing screens placed below 
the test section. Thirty-mesh screens with a wire diameter of 
0.165 mm were used, giving a solidity of 35 percent. The 
screens removed the large-scale eddies and did not shed fine-
scale eddies since the wire Reynolds number was less than 40. 
A pitot tube traverse across the test section verified the 
flatness of the incoming profile. Complete details of the con
struction and operation of the flow loop can be found in [11]. 

Test Section. Figure 2 shows the cross section of the 
spherical heater inside a pyrex test section. The test section is 
bulged at the point where the sphere is located to account for 
flow blockage. This was done to simulate a sphere moving 
through an infinite liquid, so that the results of theoretical 
models could be compared to the experimental data. 

The cross section of the heater shows how energy was 
delivered to its interior. Dowtherm G was pumped down the 
inner tube, flowed around the interior of the hollow sphere 
and then back to its heating loop. Copper-constantan ther
mocouples were located at various points to measure the 
temperature behavior of the system. Thermocouples T l , T2, 
T3, and T4 measured the angular dependence of the inside 
wall temperature at 0, 45, 90, and 35 deg, respectively, 
measured from the lower stagnation point. These ther
mocouples were embedded in a machined depression slightly 
larger than the bead size. The material surrounding the depres
sion was "peened" to force the copper to fit tightly against the 
bead. The wires were laid along spiral lines before being 
brought out through the flow tubes. Thus, the wires tended to 
see the same fluid temperature as the bead for several wire 
diameters, thus minimizing conduction losses from the bead. 
The wires were passed through compression fittings and con
nected to recorders outside the system. 

Thermocouples T5 and T6 differentially measured the 
temperature drop of the Dowtherm G as it lost heat to the 
R-11 boiling on the outside of the sphere. The Dowtherm 
flowed turbulently so the thermocouple measurements 
represented the mixed mean temperature adequately, especial
ly on a differential basis. 

Heating Loop. Dowtherm G was heated by bayonet electric 
heaters immersed in the flow, augmented by heating tapes 
wound around the periphery of the loop piping. Circulation 
was provided by a stainless steel centrifugal pump with high-
temperature packing. A bypass in the loop allowed the 
Dowtherm to be circulated by the heaters until it reached the 
required temperature for boiling. It was then fed through a 
Fisher-Porter armored rotameter for flow rate measurement 
prior to passing through the spherical heater. 

Boiling Experiments 

The flow boiling loop was filled with R-11, approximately 
25 gal, and steps were taken to purge the noncondensable 
gases from the system. The system working pressure was set by 
adjusting the pressure on the air side of the accumulator. The 
liquid velocity was set by flow control valves. 

To commence an experiment the Dowtherm was heated to 
about 250°C, then the main valve and the bypass valve of the 
heating loop were opened and closed respectively, forcing the 
heating fluid to flow through the sphere. Meanwhile the R-11 
velocity at the test section was lowered, allowing easier entry 
into the film boiling regime. Once film boiling was established 
the R-11 velocity was restored to its initial value. The cooling 
water flow rate in the heat exchangers was also increased to 
offset the additional heating being done on the R-11 by the 
sphere, as well as the pump work. 

N o m e n c l a t u r e 
A 

A, 

D 

Ja„ = 

Jd/ = 

k = 
m = 
m = 

Nu = 
Nu = 

area 
spherical area up-to intersec
tion with support cylinder 
specific heat 
body diameter 
effective latent heat of 
vaporization 
Jakob number, vapor 
= (cpAT)u/h'fg 

Jakob number, liquid 
= (cpAT),/h}g 

thermal conductivity 
mass 
mass flow rate 
Nusselt number = hD/kv 

average Nusselt number 
= hD/k„ 

Pe = Peclet number = DUm/a 
Pr = Prandtl number = via 
Q = heat transfer rate 

Re = Reynolds number = UaD/v 
t = time 

T = temperature 
T = average temperature 

AT = temperature difference 
ATB = temperature difference 

= T,-TB 

ATS = temperature difference 
= T — T 

U„ =• liquid velocity 
a = thermal diffusivity 

6 = angle measured from stagna
tion point 

v = kinematic viscosity 
p = density 

Subscripts 

B = bulk 
Cu = copper 

dow = Dowtherm 
; = intersection of sphere and 

cylinder 
/ = liquid 

M = minimum 
s = saturation 
v = vapor 
w = wall 
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Fig.4(a)

Fig.4(b)

Fig. 4 Photographs of flow patterns during film boiling around a
spherical heater: U"" = 2.32 mis, tJ.T8 = 12.2·C: (a) thin wake pattern,
Tw=19S·C; (b) thick wake pattern, Tw=1S2·C

A boiling curve could be traced out for a given liquid veloci
ty and subcooling by carefully lowering either the Dowtherm
temperature or its flow rate. The system responded to such a
change by achieving a new steady state as demonstrated by
steady temperatures which were recorded on a Linear con
tinuous strip-chart recorder. For a particular flow rate of
Dowtherm, a wall temperature distribution and the corre
sponding Dowtherm temperature drop were measured. These
data were used to compute a q versus i1Ts curve for a par
ticular R-ll velocity and temperature.

Data Reduction

For a given R-ll velocity, temperature, and pressure, the
sphere heat flux was computed from

qs = {(mcp)dow(Ts - T 6 ) - (mcp)cl/dTldtJ lAs

where

m= Dowtherm mass flow rate
Ts - T6 = Dowtherm temperature drop
mcpdTI dt = transient experienced by the sphere mass
As = sphere area up to intersection with cylinder

936/VoI.108, NOVEMBER 1986

Equation (1) allows data to be obtained during transient as
well as steady operation of the system.

Such data are plotted on Fig. 3 as heat flux versus
temperature difference. The temperature difference is the
average wall temperature minus the saturation temperature at
the existing pressure. The average wall temperature was found

.by fitting a modified exponential curve through the
temperatures measured at various angular locations, then
computing an area-weighted average using equation (2) below

(2)

The wall temperatures were found by correcting the
temperatures measured on the inside of the sphere for the heat
flux across the wall.

Figure 3 will be used later to discuss the general nature of
the boiling curves for the system.

Reproducibility between experiments performed at the same
conditions was quite good, with deviations of only a few per
cent between comparable data.

An estimate of the amount of energy lost to the sphere
support cylinder indicated that it was less than 1 percent of the
total energy dissipated from the Dowtherm. Hence, no correc
tion was made for this loss.

The steady-state uncertainty in the heat transfer
measurements was due to observer resolution in rotameter
mass flow readings, uncertainty in the differential temperature
measurements, and in temperature recording errors. A detail
ed uncertainty analysis [11] showed that the maximum ex
pected uncertainty of ± 10.45 percent would occur in the
nucleate boiling regime. In the film boiling regime, the uncer
tainty was considerably less, ranging up to only ± 6 percent.

Photographic Observations

High-speed photographs showed that two patterns of flow
film boiling occurred, depending upon the sphere surface
temperature.

Thin Wake Pattern. At high surface temperatures a "thin
wake" pattern was observed as shown by the still photograph
of Fig. 4(a). The wake adheres closely to the rear of the sphere
and the connecting cylinder. The connecting cylinder distorted
the wake that would normally occur behind an isolated sphere,
but there was a region filled mostly with vapor that we call the
wake region, as shown by Fig. 4. The liquid-vapor interface
flowed relatively smoothly beyond the equator on the sphere.
This pattern accompanied the heat transfer regime labeled as
A-B on Fig. 3. Steady conditions were easy to maintain in this
regime.

Thick Wake Pattern. The second pattern (see Fig. 4b)
emerged as the sphere temperature was lowered toward point
B on Fig. 3. A transition occurred that led to a much thicker
and more chaotic-appearing wake that separated nearer the
equator. Small liquid droplets in the wake moved downward
counter to the main liquid flow; they behaved much like
Leidenfrost drops on a hot surface. They disappeared as they
approached the point where the vapor film separated to form
the wake, either being caught up by the liquid overriding the
film or flashed as they collapsed upon the hot surface.

The thick wake pattern persisted until the stable vapor film
on the front of the sphere collapsed, at point C on Fig. 3. It
could be maintained with the apparatus, but once the film col
lapsed, a transient occurred that could not be stabilized. The
nucleate peak heat flux was rapidly achieved, followed by
nucleate boiling on the sphere, point D on Fig. 3.

The collapse of the vapor film proceeded from back to front
and the motion pictures showed it involved a breakdown of
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the liquid-vapor interface that propagated forward over the 
sphere. 

We believe that the thick wake pattern consists of stable 
film boiling on the front and nucleate/transition boiling on 
the back of the sphere. The wall temperature measurements 
showed that there was indeed a much larger temperature drop 
from the front to the back for the thick wake than for the thin 
wake pattern. 

Heat Transfer 

Figure 3 shows the general nature of flow boiling of sub-
cooled freon-11. The solid curve segments indicate stable 
operating regimes while the dashed lines indicate transients 
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Fig. 10 Surface temperature and heat flux at the stagnation point just 
prior to the collapse of the vapor film 

that the apparatus could not control. The data exhibited two 
maxima: one that corresponded to the transition from the thin 
wake to the thick wake boiling regime, and another that 
followed the collapse of the vapor film on the front of the 
sphere, at point C on Fig. 3. 

Comparison of Data to Theory. The data from several 
typical experiments were compared to the theory of Witte and 
Orozco [12] in the thin wake regime. The Witte-Orozco theory 
is based on laminar flow, constant thermophysical properties, 
negligible effect of vapor drag on liquid flow, uniform surface 
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temperature, and other assumptions that are appropriate to 
film boiling. Our data in the thin wake regime displayed only 
small variations in surface temperature with angle, on the 
order of 5-10°F between the front stagnation point and the 
equator. We corrected our computer model based on the 
Witte-Orozco theory to allow the surface temperature to vary 
in accordance with our measurements. The data and the 
theory are compared on Figs. 5-8 at the appropriate average 
wall temperature as given by equation (2). 

The data and theory are in excellent agreement, with the 
most deviation occurring for the more highly subcooled case 
of Fig. 8. Even for this case, the deviation of the theory from 
the data is only about 15 percent. At high subcooling there 
could be some liquid-solid contact that our model does not 
take into account. This would drive the experimental data 
higher than the prediction. 

The theoretical flux was based on the area As of the sphere 
up to its intersection with the support cylinder. The data were 
based on the same area because thermocouples 5 and 6 were 
situated so that they measured the temperature drop caused by 
the heat flux crossing As. 

Flow Film Boiling Correlation. Witte and Orozco developed 
a relationship for the dependence of the vapor film thickness 
on the dimensionless parameters Ja„, Ja/, Pe,, Re„, and p/pv 

[12]. Since the local Nu is indirectly proportional to the dimen
sionless vapor film thickness, the possibility of correlating the 
average Nu in terms of the above-listed numbers was in
vestigated. In light of the excellent agreement between theory 
and experiment shown by Figs. 5-8, the theory was used to 
generate curves of (Nu pi/p„) versus (Ja/Pr)„. These curves 
showed a common slope with the intercept being controlled by 
the liquid subcooling and velocity. A relationship between the 
intercepts and the product (Ja Pe),, which represents the com
bined effects of subcooling and velocity, was developed and 
used to correlate all of the thin wake data gathered in this 
study. The resulting correlation is given by equation (3) below 

Nu= 18.73(p„/p,)(JaPe)5/8(Ja/Pr)-3/2 (3) 

For brevity, the details of this development are omitted; 
they can be found in [11]. It should be pointed out, however, 
that the vapor properties were evaluated at the saturation con
ditions at the existing film temperature, as is the custom in 
film boiling calculations. Figure 9 shows that the data are 
predicted to within ± 20 percent by equation (3). 

Certainly at this point, equation (3) cannot be thought of as 
a universal correlation since it is based on only one set of data. 
However, the fact that the subcooling and velocity can be ac
counted for in this way suggests that, in the future, data for 
other fluids might be correlated in the same way. 

Stability 

Subcooling and velocity were found to significantly in
fluence the stagnation surface temperature ( r , ) and heat flux 
just prior to when the vapor film collapsed, point C on Fig. 3. 
Figure 10 shows this dependence in terms of liquid subcooling 
for various velocities. An increase in either subcooling or 
velocity always led to an increase in both the heat flux at the 
time of vapor film collapse and the surface temperature at 
which it occurred. However, just as previously described by 
Bui and Dhir [13], it was observed that the heat transfer in
creased initially with liquid subcooling but quickly reached a 
near asymptotic value. Also the minimum film boiling stagna
tion temperature becomes virtually insensitive to velocity as 
the subcooling increases. 

Conclusions 

The theory of Witte and Orozco predicts the heat flux very 
well for the heat transfer regime where stable film boiling ex
ists over the entire sphere surface. Most experimental data for 
film boiling over cylinders and spheres are considerably higher 
than predictions. However, predictive theories neglect heat 
transfer in the wake region. The apparatus used in these 
studies, in essence, removed a large part of the wake and the 
measured heat flux was based mostly on the part of the sphere 
where the vapor film remained thin. The good agreement be
tween these data and theory indicates that most theories do 
not treat the wake heat transfer properly, and that wake heat 
transfer cannot be ignored. 

This study demonstrated that care must exercised in identi
fying the minimum heat flux point for flow boiling over 
submerged bodies. The data showed two minima, neither of 
which corresponded to the condition where film boiling 
becomes unstable in a uniform fashion around the body. 

High-speed photographs of the vapor film collapse showed 
that the instability was a hydrodynamic breakdown of the film 
at the point where the vapor film separates to form a wake. 
The collapse propagated from the back to the front of the 
sphere; i.e., from a colder to a hotter surface. This observa
tion, taken along with similar observations in our laboratory 
[3, 7] indicates that the instability is linked to the surface 
temperature. 

A semi-empirical correlation for the film boiling heat 
transfer from a sphere to flowing subcooled freon-11 was 
developed. It correlates the experimental data to ± 20 
percent. 
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Water Droplet Size Measurements 
in an Experimental Steam Turbine 
Using an Optical Fiber Droplet 
Sizer 
An optical fiber droplet sizer which is applicable to droplet size measurements in a 
steam turbine has been developed. This sizer uses the forward scattering method. 
The performance of the droplet sizer was verified by 0.1-5.7 am average diameter 
polystyrene particles. Using this sizer, droplet size measurements were made at the 
last stage moving blade outlet in a 10 MW experimental steam turbine. Average 
diameters between 0.2 and 1.0 p,m, which depend on wetness (6-14 percent) and 
locations in the radial direction of the blade, were obtained. 

1 Introduction 

Condensation occurs and droplets grow in the low-pressure 
(L.P.) stages of a steam turbine. The droplets cause efficiency 
reduction of a turbine. Droplet size measurements are 
necessary in order to accurately estimate and reduce 
mechanical and thermodynamic losses. 

Several studies of droplet size measurements have been 
made recently in steam turbines. In these measurements, the 
light extinction method [1,2] and the side scattering method 
[3] were used. 

In the light extinction method, the transmission of 
monochromatic light, measured at several wavelengths, is in
verted to yield the droplet size distribution using equation (1) 

T(\)=exp[-L]C(\D)n(D)dD] (1) 

This method has the following disadvantages. If the droplet 
density is low, T(\) is larger than 0.9. Therefore the variation 
of 7(X) with X is very small. In that case, it is very difficult to 
determine the droplet size distribution using equation (1). 
Also, droplets larger than 2 fjm diameter cannot be measured 
if X is in the visible light range, because C(X, D) is a function 
of only £» for xD/X>10. 

The pulse height of light scattered by one particle is a single-
valued function of D in a certain diameter range. In the side 
scattering method, droplet size is determined from the scat
tered light pulse height. In this method, the scattering zone has 
to be small so that it contains zero or one particle. Therefore, 
this method is not applicable to measurements in a steam tur
bine in the case of high droplet densities. 

However, there is another forward scattering method 
besides the above-mentioned two methods. In this method, the 
scattered light intensity pattern by many particles is measured 
and inverted to droplet size distribution using 

•J' 1(8) = \i(D,6)n(D)dD (2) 

The forward scattering method is applicable to droplets at a 
high density and has a wide measurable range. However, 
droplets smaller than 5 /xm diameter cannot be measured by 
the conventional droplet sizer which uses this method [4, 5] 
(Fig. 4), since it is based on Fraunhofer diffraction theory and 
the measuring range of 1(d) is less than 15 deg. 

The authors have developed an optical fiber droplet sizer 
with which droplets larger than 0.1 /j.m diameter can be 
measured, and applied this sizer to droplet size measurements 
in a 10 MW experimental steam turbine. This paper describes 
the optical fiber droplet sizer and results of the measurements. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division September 
25, 1985. 

2 Forward Scattering Method 

A parallel monochromatic light is directed at many 
measured droplets. The angular pattern of the scattered light 
intensity, which is named the scattered light intensity pattern, 
is measured. The measured droplets are assumed to be 
spherical. This assumption is reasonable because small 
droplets are kept spherical by surface tension. 

The light intensity scattered by a D /xm diameter spherical 
droplet can be calculated by Mie theory [7], and is expressed 
by i(D, 6, m, X) as a function of D, 6, m, and X. 

If the droplet is water (w= 1.33) and the light source is a 
He-Ne laser (X = 0.633 m), i(D, 6, m, X) may be expressed by 
i(D, 6) as a function of only D and 9. i(D, 6) is calculated 
under the condition that irradiation light is unpolarized and 
incoherent. Light emerging from a collimator lens through a 
multimode optical fiber satisfies this condition. 

The scattered light intensity pattern of many droplets can be 
expressed by equation (2), as superpositions of the scattered 
light intensity by one droplet without considering the effect of 
interference. The droplet size distribution is determined by 
solving equation (2). The least-squares solution of equation (2) 
is unique if (G*G)~1 exists in equation (15) (see the appendix). 

3 Optical Fiber Droplet Sizer 

3.1 Description of the Droplet Sizer. A schematic 
diagram of the optical fiber droplet sizer is shown in Fig. 1, 
and the measuring probe of this sizer is shown in Fig. 2. The 
measuring probe is inserted into a turbine casing, and droplets 
in the scattering zone are measured. 

|He-Ne laser! <y-

Anatog input device — (Log Amp) 
30ch 

Interference 
filter 

Minicomputer (TOSBAC-7/40) 

Inversion from 1(0) to n(D) 

Log H8)»Log( / l (D ,S)n(D)dD) 12) 

Inversion algorithm 

t ) Distribution function 
(3j approximation method 

2)Logarithmtc Constrained 
Inversion Method 

^l 
Photodlode 

Optical fibers 30ch 

Parallel beam' 
////// 

ScafferJng zone 
Steam flow O j ' 

Aperture-^; 

Collimator lens 

^/Measuring probe 

Optical fiber 

— Scattered ilght 

Fig. 1 Schematic diagram of an optical fiber droplet sizer 
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Fig. 2 Measuring probe of the optical fiber droplet sizer

R sin ()
tan ()2 = (4)

R cos ()+L/2

respectively, where R = 57.5 mm and L = 10 mm..In the c~s.e of
() = 23 deg when () 1 - ()2 is larger than at another fiber position,
()2 is 21.2 deg and ()l is 25.1 deg. The received light ir(D, ()) is
expressed by

The He-Ne laser beam is led to the scattering zone through
an optical fiber, and a parallel beam is formed by a collimator
lens. This parallel beam is directed at the measured droplets in
the scattering zone, and scattered by the droplets. The scat
ten~d light is received by 30 optical fibers arranged at various
scattering angles: 0, 1, 1.5,2,2.5, .... ,6,6.5 deg and 7,8,
....... , 23 deg. The optical fiber arranged at () receives the
light scattered between ()l and ()2' as shown in Fig. 3. ()l and ()2

are expressed by

where the integral is taken over the scattering zone V. ir (D, ())
is approximated by i(D, ()). Vin the sizer. The scattered light
intensity pattern is defined as a set of the light intensities
received by the fibers. The received light is led to photodiodes
through the optical fibers. The photodiodes transform the
scattered light to electric current signals. Interference filters
are put in front of the photodiodes in order to exclude en
vironmental stray light. Electric current signals are trans
formed to electric voltage signals and amplified by log
amplifiers. The amplified signals are fed to a minicomputer
(TOSBAC-7/40).

In the minicomputer, the scattered light intensity pattern is
inverted to the droplet size distribution using

10gI«() =log [Ji(D, ())n(D)dD] (6)

Equation (6) is obtained by taking the logarithm of both sides

R sin ()

R cos ()-L/2
(3)

ir(D, ())= Jv i(D, ())dv (5)

Nomenclature

B beam diameter, mm
C(A, D) extinction cross section, I«() scattered light intensity

m2 pattern by measured
D droplet diameter, /lm droplets, W
iJ average droplet diameter, i(D, () scattered light intensity by

/lm D /lm diameter droplet,
E difference between W

measured I«() and ir(D, () light received by optical
calculated I «(), defined fiber, W
by equation (5) L scattering path length, m

h measuring location in m refractive index
radial direction of blade n(D) droplet size distribution
(relative value) R distance between optical

T(A)

(J

fiber and scattering zone,
mm
transmission ratio of
monochromatic light with
A
scattering zone
wetness of steam
scattering angle, deg
light wavelength, /lm
ratio of circumference to
diameter
standard deviation, /lm
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Fig. 3 Optical arrangements for measuring the scattered light intensi
ty pattern 
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® 
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Fig. 4 Typical conventional droplet sizer 

of equation (2) in order to compress the wide measuring range 
of the scattered light intensity pattern. 

The following two inversion algorithms are used. 

(/) Distribution Function Approximation Method. This 
method is the most popular one. A proper distribution func
tion of the droplet size distribution n(D) is assumed, and the 
parameters of the function are determined by the least-squares 
method. For example, the normal distribution function 

1 r (D-D)2l 

is assumed as n(D), and the distribution parameters D and a 
are determined so as to minimize the value E represented by 

E= Hog 1(6) - l o g [\i(D, 9)n(D)dD] J« (8) 

(2) Logarithmic Constrained Inversion Method [8]. This 
method was developed by Tatsuno, one of the present 
authors. This method can determine any form of droplet size 
distribution, because it doesn't require the assumption of a 
distribution form. This method is used in order to verify the 
assumption of the distribution function in the distribution 
function approximation method. An outline of the 
Logarithmic Constrained Inversion Method is described 
below. Equation (6) is approximated by linear equations. The 
linear equations are solved under the conditions: (1) n(D) is 
smooth, and (2) n(D) is nonnegative. The details of this 
method are described in the appendix. 

D=5/i m 
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Fig. 5 Comparison between Mie theory and Fraunhofer diffraction 
theory: Mie theory; Fraunhofer diffraction theory, 
m = 1.33, X = 0.633 nm 

20 23 

8 (Degree) 
Fig. 6 Scattered light intensity patterns by small particles (m = 1.33, 
X = 0.633 |im) 

3.2 Improvements. Improvements are described below 
as compared with a typical conventional droplet sizer (Fig. 4). 

1) The light intensity i(D, 6) scattered by a D pm diameter 
droplet is calculated based on Mie theory. 

Mie theory strictly solves the Maxwell's equations. 
Therefore, Mie theory is applicable to all size droplets. In the 
conventional sizer, i(D, 6) is calculated based on Fraunhofer 
diffraction theory. Fraunhofer diffraction theory is applicable 
to particles which are very large compared to the wavelength 
of the irradiation light. A comparison of i(D, 6) based on Mie 
theory and Fraunhofer diffraction theory is shown in Fig. 5, 
where the wavelength is 0.633 //.m and refractive index is 1.33. 
It is apparent that Fraunhofer diffraction theory cannot be ap
plied to droplets smaller than about 5 ftm diameter and to 
large scattering angles. 

As described in Section 2, an incident light directed at 
droplets is not required to be coherent, since i(D, 6) is 
calculated by Mie theory under the condition that the incident 
light is incoherent and unpolarized. Therefore, interference 
and particle positions may be put out of consideration. 

2) The measuring angle range of the scattered light intensi
ty pattern is extended to 0-23 deg. 

In the conventional droplet sizer (Fig. 4), the measuring 
angle range is 0-15 deg, since it is difficult to make a collecting 
lens with wide aperture and short focal length. The light inten
sity patterns scattered by 0.1-0.5 fxm. diameter droplets are 
shown in Fig. 6. It is difficult to identify the droplet diameter 
from the scattered light intensity pattern measured in the 
range of 0-15 deg, but it is easy to do so from the pattern 
measured in the range of 0-23 deg. 

As shown in Fig. 2, the measuring angle range is expanded 
by arranging optical fibers in a wide scattering angle range. As 
/(£>, 6) based on Mie theory is used, the measuring plane of 
the scattered light need not be far field. Therefore, a collecting 
lens is unnecessary, and the scattered light intensity at 6 can be 
measured by arranging the optical fiber at 0. 

Large-core (400 ftm diameter) optical fibers are used in 
order to receive a large amount of the scattered light. The 
removal of the collecting lens also gave us the following ad
vantage: In the conventional sizer, the scattered light by the 
collecting lens is the main source of noise. Since the above 
measuring arrangement does not have a collecting lens, the 
noise level is reduced and the light intensity scattered by low-
density droplets can be measured. 

3 The Logarithmic Constrained Inversion Method is used. 
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Fig. 7 Verification of droplet sizer performance using polystyrene par
ticles: actual distribution; distribution function approxima
tion method; Logarithmic Constrained Inversion Method 
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Fig. 8 Experimental steam turbine facility 

As described in Section 3.1, this method doesn't require the 
assumption of a size distribution form. Therefore, this 
method can check whether the assumed function in the 
distribution function approximation method is proper or not. 

4) The collimator lens and the optical fibers are protected 
from attachment of droplets by air purge. 

5) The aperture is arranged, as shown in Fig. 2, to shut off 
the light scattered by the collimator lens. 

4 Verification 

In order to verify the performance of the optical fiber 
droplet sizer, 0.1-5.7 /im average diameter polystyrene par
ticles (trade name: Dow Uniform Latex Particles) were 
measured. The polystyrene particle size distribution was 
measured using a scanning electron microscope by Dow 
Chemical Company. In our measurements, polystyrene par
ticles were suspended in water in a glass cell. 

Measured results are shown in Fig. 7. The average diameters 
£> in Fig. 7, e.g., 0.109, are values measured by a scanning 
electron microscope. Measured size distributions were nor
malized by the maximum value of n(D) in order to directly 
compare average diameters. In the Logarithmic Constrained 
Inversion Method [8], the following size ranges were used: (1) 
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Fig. 9 Droplet size distributions in a 10 M W experimental steam tur
bine: distribution function approximation method; 
Logarithmic Constrained Inversion Method (Y = 6 percent) 

[0, 1 inn] in Figs. 7(1-4) and all of Fig. 9; (2) [0, 4 /xm] in Fig. 
7(5); (3) [0, 20 /*m] in Fig. 7(6), where the number of partitions 
was 20. The size range was set initially at [0, 20 /im], and was 
decreased gradually. Normal distribution was assumed in the 
distribution function approximation method. Distributions 
measured by the developed sizer agree with the actual distribu
tions measured by a scanning electron microscope. 

The accuracy of measurements by the droplet sizer is listed 
below. The accuracy was estimated from Fig. 7. 
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5 Experiment 

A schematic diagram of the 10 MW experimental steam tur
bine facility is shown in Fig. 8. These turbines are scale models 
of high power steam turbines. The boiler provides superheated 
steam to the high-pressure (H.P.) turbine through a conver
sion valve, which controls steam pressure and temperature. 
The superheated steam does work through the H.P. turbine 
and L.P. turbine, and becomes wet steam. Since the droplets 
are formed by expansion only, steam with various wetnesses 
can be naturally obtained. The measuring probe of the droplet 
sizer was inserted downstream of the last stage moving blades 
and traversed in the radial direction. Wetness was adjusted by 
varying the H.P. turbine inlet temperature. Steam pressure at 
the measuring point was maintained at about 3800 Pa. 

Droplet size measurements were made at wetnesses Y=6, 
10, and 14 percent and at several locations h in the radial 
direction. The measuring locations, which are represented as 
relative distances normalized by the blade length, were 0.24, 
0.46, 0.67, and 0.89. 

6 Results 

Examples of the droplet size distributions measured at Y= 6 
percent are shown in Fig. 9. These droplet size distributions 
were normalized by the maximum value of n (D) in order to 
directly compare the peak diameters. 

Dashed lines represent droplet size distributions inverted by 
the distribution function approximation method. The 

distribution function assumed for this case was a log-normal 
distribution because it is said that the size distribution of 
growing particles is a log-normal distribution [9]. Solid lines 
represent droplet size distributions inverted by the 
Logarithmic Constrained Inversion Method [8]. The droplet 
size distributions inverted by these two methods agree with 
each other. These agreements show that the assumption of a 
log-normal distribution is proper. 

The features of the measured droplet size distributions are 
as follows. 

(1) Droplet size distributions are narrow as shown in Fig. 
9. In other words, droplet size is nearly uniform. 

(2) The distribution with a large average diameter (Fig. 
9(1)) is broader than that with a small average diameter (Fig. 
9(2)). 

Measured average diameters at various wetnesses of steam 
and at several locations are shown in Figs. 10(a) and 10(6). 
The following facts are observed in Fig. 10: 

(1) The average diameter becomes larger as wetness in
creases. However, it seems to be saturated in the > 10 percent 
wetness range. 

(2) The average diameter of droplets at the blade tip is 
larger than that at the blade root. In the case of high wetness, 
the average diameter of droplets at the blade root becomes 
larger than that at the midpoint. 

In these measurements, the transmission ratio of the laser 
beam was more than 70 percent. Therefore, the scattered light 
intensity pattern was accurately measured without the effect 
of multiscattering. 

7 Conclusion 

An optical fiber droplet sizer which uses the forward scat
tering method has been developed. The performance of the 
droplet sizer was verified by 0.1-5.0 /un average diameter 
polystyrene particles. Using this droplet sizer, droplet size 
measurements were made in a 10 MW experimental L.P. tur
bine. Average diameters between 0.2 /nm and 1.0 //.m, which 
depend on the wetness of steam (6-14 percent) and measuring 
locations in the radial direction of a blade, were obtained. 
Measured diameters were similar to the results which Walters 
and Skingley obtained using the light extinction method [1]. 

The authors intend to improve theoptical fiber droplet sizer 
to measure the average diameter with 0.01 /xm accuracy. Then, 
steam wetness may be obtained with high accuracy. 
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A P P E N D I X 

Logarithmic Constrained Inversion Method [8] 

The Logarithmic Constrained Inversion Method is de
scribed below in detail. In this method, equation (9) is approx
imated by linear equations. The linear equations are solved 
under the conditions: (1) n(D) is smooth, and (2) n(D) is 
nonnegative. 

log 7(0) = log [ J i ( A 6)n(D)dD] (9) 

First, we consider equation (10) 

K8) =\ i(D, d)n(D)dD (10) 

where [Dmin, £>max] is the droplet size measuring range. When 
the integral domain [Dmin, Dmax] is divided into N small do
mains [£>/_],£>/] (1=1,2, . . . ,N), equation (10) is rewritten 
as 

' ( 0 )=IJ ! ' i(D, B)n(D)dD 
i=i J z ) / - i 

size distribution n (D) is constant 
d by n(Dj), equation (11) becomes 

W ) = E ( C i(D,d)dDJ.n(Dl) 

(11) 

If droplet size distribution n (D) is constant in [D^ t, D,] and 
is replaced by n(Dj), equation (11) becomes 

N ,„D/ 

/ = , J . D / - 1 

If the integration in equation (12) is expressed as is(D,, d), 
equation (12) becomes 

(12) 

I(e)=Ydis(Dh6)n(Dl) 

Assuming the measuring angles of 1(d) are du 62, 
equation (13) yields 

N 

I(K)=Lis(Di' 8m)n(D,) (m=l, 2, . 
Equat ion^ 4) is also represented as 

I = G-n 

*) 

(13) 

. 8k> 

(14) 

(15) 
where 

H02) 

i(h) 

" i , ( A . « i ) h(D2,e{) 

is(D,,62) is(D2,62) 

(16) 

is(D 

• is(DN,e1y 

• is(DN,62) 

,ek) is(D2,ek) . . . is(DN,ek)^ 

(17) 

n(Dx) 

n(D2) 

n(DN) 

(18) 

In order to obtain the approximate equations for equation (9), 
the transform matrix 

log /«?,) 

0 

(19) 

0 
log nek) 

Kh) 

is multiplied by both sides of equation (15) from the left-hand 
sides. Then 

TI = TGn (20) 

is obtained. Equation (20) is rewritten as 

I = Gn (21) 

The least-squares solution of equation (21) is obtained by 
equation (22) 

n = ( G * G ) " ' G * f (22) 

where G* represents the transpose matrix of G. The solution 
obtained by equation (22) is very sensitive to errors in I. 
Therefore, the least-squares solution under the following con
ditions (CI), (C2) was obtained 

n (D) is smooth (CI) 

n (D) is nonnegative (C2) 

Condition (CI) means that q is kept constant 
Af-3 

9= E (nj-3nj+1+3nj+2-nJ+i)2 

j=i 

Equation (23) is rewritten as follows 

q= (Kn)*(Kn) = n*K*Kn = n*Hn 

where 

(23) 

(24) 

K 

0 

0 

0 

1 

0 

0 

0 

0 

- 3 

1 

0 

0 

0 

3 

- 3 

1 

- 1 

3 

- 3 

0 

1 0 . . . 

3 - 1 . . . 

(25) 

H 4 K * K (26) 

The least-squares solution under condition (CI) is obtained 
using Lagrange's method of indeterminate coefficients [10], 
The solution n minimizes 

(Gn -1)*(Gn - f) + 7n*Hn 

This solution is obtained by 

n=(G*G + 7 H)^ 1 G*f 

(27) 

(28) 
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Fig. 11 Verification of Logarithmic Constrained Inversion Method: (a) 
Logarithmic Constrained Inversion Method; (b) distribution function ap
proximation method 

n must be nonnegative (condition {CI)). If n, obtained by 
equation (28), satisfies the following conditions [11], n is the 
least-squares solution under the conditions (CI), (CI). 

Conditions 
y>i > 0 for j of rij = 0 (29) 

and 

^, = 0 for yofflyX) (30) 

where y,- is an element of y 

y = G*(Gn-f) + -yHn (31) 

n is uniquely determined if (G*G + 7H) exists [10, 11]. 
In order to verify the Logarithmic Constrained Inversion 

Method, the bimodal distribution was inverted. 1(6) scattered 
by particles with a bimodal distribution was calculated. The 
bimodal distribution used had two normal distributions: (1) 
average diameter 2.0 /xm, standard deviation 0.5 nm, (2) 
average diameter 10.0 pm, standard deviation 1.0 ftm (dashed 
line in Fig. 11). The droplet size distribution inverted from the 
calculated 1(6) is shown in Fig. 11(a), where [Dmin, Dmax] = 
[0, 20] (^m), TV =20, 6 = 0.5, 1.0, 1.5, . . . , 15 deg. It is shown 
that the Logarithmic Constrained Inversion Method can deter
mine the bimodal distribution. In Fig. 11(b), the distribution 
inverted by the distribution function approximation method is 
shown. 
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Horizontal Plain and Low-Finned 
Condenser Tubes—Effect of Fin 
Spacing and Drainage Strips on 
Heat Transfer and Condensate 
Retention 
The paper reports a continuation of an experimental investigation of the effect of fin 
pitch on the heat transfer performance of horizontal, integral-fin tubes for conden
sation of steam at near-atmospheric pressure. The effects of "drainage strips" 
located along the lower edge of finned and plain tubes have been studied. These gave 
significant increases in the heat transfer coefficient for finned tubes but had only 
marginal effect for the plain tube. Condensate retention angles have also been 
measured for simulated condensation using water, ethylene glycol, and 
refrigerant-113 for finned tubes with and without drainage strips. In the latter case 
the data agreed satisfactorily with theory. Drainage strips were found to reduce the 
extent of holdup significantly. 

Introduction 

For condensation on horizontal finned tubes, enhancement 
of the vapor-side heat transfer coefficient may significantly 
exceed that to be expected simply on the basis of increase in 
the heat transfer surface area. This apparently arises from ef
fects of surface tension. Surface tension also adversely affects 
the heat transfer coefficient owing to the phenomenon of 
"holdup" or condensate retention between fins on the lower 
part of the tube [1-6]. 

Analysis of the three-dimensional flow where surface ten
sion plays an important role is very complex. Approaches to 
this problem have been made in recent years [7-15] but it is not 
surprising that established methods for predicting the vapor-
side heat transfer coefficient are not yet available. In most 
cases the theoretical models involve simplifying assumptions 
for which there is, as yet, inadequate experimental backing. 

Reliable data from systematic studies of the effects on heat 
transfer of the relevant variables (geometry and fluid proper
ties) are vital to the development of a successful model. There 
is a paucity of such data and that which exists may, in some 
cases, be in question owing to errors arising from the presence 
in the vapor of noncondensing gases and the occurrence of 
drop wise condensation. 

Apparatus 

Heat Transfer Measurements. The apparatus has been 
described in detail in [16]. Steam flowed vertically downward 
in the test section where the horizontal test condenser tube was 
located. The steam temperature and pressure and the coolant 
flow rate and temperature rise were observed. Different steam 
velocities were obtained by varying the power input to the 
boiler. It is estimated that the overall heat transfer coefficient 
and thejnean steam velocity in the test section were each deter
mined with an accuracy better than 5 percent. Care was taken 
to avoid the occurrence of dropwise condensation and to en
sure that the results were not vitiated by the presence in the 
steam of noncondensing gases. 

Tests were made using 13 specially machined, integral-fin 
tubes and one plain tube. The internal diameter and working 

length of all tubes were 9.78 mm and 102 mm, respectively. 
The outside diameter of the plain tube and the diameter at the 
root of the fins was 12.7 mm. The fins were rectangular with 
height and width 1.59 mm and 0.5 mm, respectively, for all 
tubes. Results are reported here for fin spacings of 4 mm, 2 
mm, 1.5 mm, 1 mm, and 0.5 mm. For the plain tubes and 
tubes with fin spacing 1.5 mm and 2.0 mm, tests were also 
made with "drainage strips" fitted to the lower edge of the 
tube, as indicated in Fig. 1. 

Condensate Retention Measurements. The simple ap
paratus shown in Fig. 2 was used to simulate condensation on 
the finned tubes used in the heat transfer investigation. Liquid 
(water, ethylene glycol, and refrigerant-113) drained slowly 
and uniformly from a cloth onto a horizontally supported 
tube so that the whole of the tube was wetted. The position at 

Drainage strip 

Finned tube with drainage strip 
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Section B- B 
. (enlarged) 

Drip tray ' ' Finned tube 

Fig. 2 Apparatus for liquid retention measurements 
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measured using a thermocouple closely wound on the tube sur
face away from the measuring position. This was important in
the case of the refrigerant where evaporation led to tem
peratures significantly below ambient. The appearance of the
tubes with ethylene glycol for various spacings is shown in Fig.
3.

Fig. 4 Fin geometry and retention angle

Fig. 3 Liquid retention on finned tube; fluid: ethylene glycol; arrow in·
dicates holdup level

(I)

Results - Liquid Retention Measurements

¢=cos- 1 (~-l) (2)
pgbR

which is valid when b~2h.

Equation (2) has also been obtained independently by Owen
et al. [5] and by Rudy and Webb [6].

In Fig. 5 the present data are compared with equation (2)
for those tubes for which the fin spacing was less than twice
the fin height (i.e., the tubes with pitch ~2.5 mm) for which
equation (2) should be valid. As may be seen the agreement is
good for all three fluids.

A detailed analysis of a static liquid film on finned surfaces
has been given by Honda et al. [2]. The extent of the retained
condensate in the interfin space is given by

- 1 (2ucos 0 1)¢=cos
pgbR

where ¢ is the angle measured circumferentially from the
upper edge of the tube to the position at which the interfin
space becomes full of liquid (see Fig. 4). Equation (1) is valid
provided the fin height is greater than or equal to
b(l - sin 0)/2 cos O. For plane-sided fins 0 = 0 so that equation
(1) becomes

Retention angleFin geometry

which the liquid filled the interfin space ("holdup line") was
measured with a height gage. The holdup position was ap
parently unchanged when the cloth was moved away.
Measurements were generally made under this static condition
when the holdup line was not disturbed by effects of drainage
from the bottom of the tube. The liquid temperature was

---- Nomenclature

a = constant, see equations (5)
and (6)

b = spacing between fins (at tip
when O;z!O)

d = outside diameter of plain
tube; diameter at fin root

g = specific force of gravity
h = fin height
I = effective length of condenser

tube
P = pressure
Q = heat flux = QThrdl

QT = heat transfer rate to coolant

R = radius from tube center line
to fin tip

U = overall heat transfer co
efficient = Q/t:..T1m

To = outside surface temperature
of plain tube; temperature at
base of fins

Tv vapor temperature
U v mean vapor velocity
a vapor-side heat transfer

coefficient = Q/t:..T
t:..T = vapor-side temperature dif

ference = Tv""" To
t:..T1m = overall vapor-to-coolant

logarithmic mean tempera
ture difference

EQ vapor-side coefficient for fin
ned tube/vapor-side coeffi
cient for plain tube for same
Q and U v

e = half-angle at fin tip
p = liquid density
u = surface tension
¢ = retention angle, i.e., cir

cumferential angle from up
per edge of tube to position
at which inter fin space
becomes full of liquid
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Fig. 6 Vapor-side heat transfer coefficients for plain tube and plain 
tubes with drainage strips 

Liquid retention measurements were also made for the two 
tubes (fin pitches 2.0 mm and 2.5 mm) fitted with drainage 
strips. These data are also shown in Fig. 5. It may be seen that 
the holdup is significantly reduced (larger values of </>) by the 
drainage strips. This is apparently due to the pressure drop 
associated with the concave liquid surface resulting from the 
presence of the strip. The six data points appear to lie on a 
smooth curve and are represented quite well by the empirical 
equation 

4> = cos -
/ 0.83a \ 

V oebR ) 
(3) 

PgbR 
The form of equation (3) is based on the theoretical expression 
(equation (2)) for the case of finned tubes without drainage 
strips. The constant 0.83 was found by minimizing the sum of 
squares of the residuals (measured minus calculated values) of 
cj>. In the absence of other information, equations (1) and (3) 
suggest a provisional equation for the case of fins with 
nonzero tip angle and a drainage strip 

, /O.83<TCOS0 \ 
<f> = cos ' 1 — 1 ) 

V pgbR / 
(4) 

Results - Heat Transfer 

The heat transfer rate was obtained from the mass flow rate 
and temperature rise of the cooling water, and the overall heat 
transfer coefficient U found using the logarithmic mean 
temperature difference between the steam and cooling water, 
and surface area as indicated below. Vapor-side heat transfer 
coefficients were obtained from the measured overall 
resistance by subtraction of wall and coolant-side resistances. 
The former was determined on the basis of uniform radial 
conduction and the latter from a pre-established correlation of 
data from an instrumented plain tube (see [16]). For the plain 
tube the outside surface area was used in the above calcula
tions. For the finned tubes the area used was taken as that of a 
plain tube with outside diameter equal to the diameter at the 
root of the fins. The tube wall was regarded as extending to 
the root of the fins so that the effects of the fins and conden
sate are lumped together in the vapor-side coefficient. 

Plain Tube. Following earlier reports [17, 18] that ptfe 
(polytetrafluorethylene or "teflon") strips along the lower 
edge of a condenser tube gave significant enhancement, tests 
were made with a ptfe strip (width 0.5 mm, height 8 mm) and 
copper strips (width 0.5 mm, height 4 mm and 8 mm) fitted in 
turn into a slot in the lower edge of the plain tube. In the case 
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Fig. 7 Dependence of vapor-side coefficient on heat flux for finned 
tubes without drainage strips 

of the copper strip it was felt that the pressure gradient arising 
from the curvature of the stabilized lower part of the conden
sate film could conceivably give rise to thinning of the film 
over a significant portion of the tube. 

Vapor-side coefficients for a vapor velocity of 1.1 m/s are 
given in Fig. 6. It is seen that the 8-mm copper strip gave small 
enhancement, while the data for the 4-mm copper strip were 
virtually the same as for the plain tube. The results for the 
tube with the ptfe strip were lower than those for the plain 
tube. Similar results were found for vapor velocities of 0.5 
m/s and 0.7 m/s. 

These differences are marginal but could be explained by 
the changing curvature of the condensate film near the base of 
the tube. In the case of the larger copper strip, a stable con
cave surface gives rise to a surface-tension-induced pressure 
gradient tending to thin the film, while in the case of ptfe the 
nonzero contact angle (90 deg) would produce a convex sur
face and a thicker unstable film in the vicinity of the strip. 

It may be noted that the geometries and, in particular, the 
heights of the "strips" used earlier (0.16 mm in [17] and 0.025 
mm in [18]) were different from those used in the present 
work. This may warrant more detailed study. 

For comparison purposes it was also planned to make 
measurements for dropwise condensation, since for steam, 
vapor-side coefficient enhancement ratios of up to about 20 
may be obtained [19]. So as not to contaminate the apparatus 
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Fig. 8 Dependence of vapor-side enhancement on fin spacing 

with a drop wise promoter, a gold-plated tube was used. 
Before being inserted in the test section, the tube surface was 
cleaned with hot ethyl alcohol and sodium hydroxide as in
dicated in [16]. Contrary to the experience of several earlier 
workers who have reported dropwise condensation of steam 
on gold surfaces, film condensation was observed. This con
firms the recent finding of Woodruff and Westwater [20] that 
an uncontaminated gold surface does not promote dropwise 
condensation of steam. The heat transfer results for the gold-
plated and unplated tubes were virtually identical. 

Finned Tubes Without Drainage Strips. Graphs showing 
the dependence of vapor-side coefficient on heat flux are given 
in Fig. 7. The data were well fitted by equations of the form 

Q = aAT3M (5) 

a = awQ~xn (6) 

The lines given by these curve fits are shown in Fig. 7. It may 
be noted that in earlier work [16] the authors also fitted data 
using an unfixed (disposable) index on AT in equation (5). The 
index was found to vary in the range of 0.7 to 0.8 for different 
tubes and different vapor velocities. The differences between 
the vapor-side coefficient so found, and those obtained here, 
where a fixed index of 0.75 was used, are insignificant. 

Figure 8 shows the dependence of enhancement ratio 
£Q = ("finned tube/Cpiain tube)"3 o n f i n spacing. It may be seen that 
this is little affected by vapor velocity; i.e., in these tests, the 
vapor velocity affects the plain and finned tubes in approx
imately the same proportion. The maximum value of eG oc
curs at a fin spacing of 1.5 mm. It falls to a lower value at 
b= 1.0 mm and shows evidence, for all three vapor velocities, 
of further increase at 6 = 0.5 mm, notwithstanding the fact 
that the interfin tube space was wholly flooded in this case. It 
seems reasonable to conclude therefore that, for the case of 
steam at least, significant heat transfer takes place through the 
flooded region when tubes are only partially flooded. 

Also included in Fig. 8 are results of a recent investigation 
using a larger diameter tube and somewhat different fin 
geometry [21]. That the enhancement is larger for the larger 
diameter tube is expected on grounds that the extent of con
densate retention is smaller (see equation (2)). It may be noted 
that maximum enhancement also occurs at a fin spacing of 
about 1.5 mm in [21] but these data do not show evidence of 
an upturn at smaller fin spacing. 

Finned Tubes With Drainage Strips. For the tubes with fin 
spacing 1.5 mm and 2.0 mm, tests were also made with an 
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Fig. 9 Dependence of vapor-side coefficient on heat flux for finned 
tubes with drainage strips 

8-mm copper drainage strip fitted to the lower edge of the tube 
(see Fig. 1). The results obtained are shown in Fig. 9. As may 
be seen, the data are again satisfactorily represented by equa
tions of the form Q = aAT°15. It is seen that the presence of 
the strip leads to significant additional enhancement of the 
vapor-side coefficient, no doubt due to the reduction in 
holdup effected by the strip. 

Conclusions 

For condensation of steam on the finned tubes, and with the 
present tube diameter, fin height, and width, the maximum 
enhancement (effective vapor-side coefficient higher than 
plain tube value, for the same heat flux, by a factor of 3 to 4) 
occurs for a fin spacing of 1.5 mm. For this tube the value of 4> 
given by equation (2) is around 80 deg indicating that about 56 
percent of the tube is "flooded" (i.e., the interfin space is fill
ed with liquid around 56 percent of the perimeter). The 
enhancement is smaller for more densely finned tubes despite 
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the increase in heat transfer area. This is no doubt due to the 
increase in condensate retention with smaller fin spacing. 

The present retention angle measurements showed that the 
interfin space was completely flooded for the tube with a fin 
spacing of 0.5 mm and almost so for the tube with a fin spac
ing of 1 mm. The fact that significant enhancement is found 
when the whole of the interfin space is filled with liquid is 
unexpected. This might be attributed to strong enhancement 
at the fin tip due to surface tension and curvature effects or 
perhaps to secondary flow effects in the ("flooded") interfin 
space. 

The present liquid retention angle data are in good agree
ment with the theoretical results of Honda et al. [2] which 
have also been shown [2] to be in good agreement with other 
measurements [1, 2, 22]. 

For finned tubes, significant additional heat transfer 
enhancement is obtained by use of a drainage strip. Augmen
tation ratios (heat transfer coefficient with strip/heat transfer 
coefficient without strip) up to around 1.3 were found. This 
may be compared with values of 1.13 to 1.38 for 
refrigerant-113 and 1.38 to 2.08 for methanol reported in [2] 
when using a porous drainage strip of height 15 mm. The ex
tent to which this enhancement may be affected by fluid prop
erties and by porosity and dimensions of the drainage strip is 
yet to be determined. 

Relatively tall drainage strips do not give significant 
enhancement for plain tubes. 

Dropwise condensation does not occur on a clean gold 
surface. 
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Structure of Bubbly Round 
Condensing Jets 
A theoretical and experimental study of turbulent bubbly condensing jets is 
reported. Tests involved initially monodisperse carbon dioxide bubbles in water 
( ~ 1 mm diameter bubbles with initial gas volume fractions of 2.4 and 4.8 percent) 
injected vertically upward in still water. Measurements were made of mean and fluc
tuating phase velocities, mean bubble diameters, mean bubble number intensities, 
and mean concentrations of dissolved carbon dioxide. Three theoretical methods 
were used to interpret the measurements: (1) locally homogeneous flow analysis, 
assuming infinitely fast interphase transport rates; (2) deterministic separated flow 
analysis, where finite interphase transport rates are considered but bubble/tur
bulence interactions are ignored; and (3) stochastic separated-flow analysis where 
both finite interphase transport rates and bubble/turbulence interactions are con
sidered using random-walk methods. Both finite interphase transport rates and the 
turbulent dispersion of bubbles were important for present test conditions; 
therefore, only the stochastic separated flow analysis provided reasonable agree
ment with measurements. 

Introduction 

Turbulent bubbly condensing jets and plumes are en
countered in a variety of applications, e.g., direct-contact heat 
exchangers, pressure-suppression devices, and gas mixing and 
dissolution systems. This investigation considers bubbly con
densing jets, motivated by these applications. New 
measurements of the structure of bubbly condensing jets were 
completed, while analysis was undertaken to help interpret the 
measurements and to develop predictive methods. Experimen
tal and theoretical uncertainties were minimized by studying 
dilute turbulent round bubbly condensing jets flowing upward 
in still liquids. 

Chen and Faeth (1982) review early work on condensing 
jets. Most of these studies involve injection of pure vapors in
to subcooled liquids. This yields a complex flow with several 
flow regimes that eventually reaches a polydisperse bubbly 
flow regime when condensation nears completion. 
Measurements were generally limited to global parameters, 
e.g., the dimensions of the region containing vapor. Chen and 
Faeth (1982) developed a model of condensing jets based on 
the locally homogeneous flow (LHF) approximation, e.g., in
terphase transport rates are assumed to be infinitely fast so 
that both phases are in local kinematic and thermodynamic 
equilibrium. Flow structure and mixing were analyzed using a 
k-e-g model of turbulence. The analysis was evaluated using 
existing data for jet Reynolds numbers greater than 15,000, 
where effects of buoyancy were small. Good predictions of 
vapor penetration lengths were obtained, using turbulence 
model constants established for single-phase flows. 

Subsequent theoretical and experimental work by Sun and 
Faeth (1985) considered the structure of turbulent bubbly non-
condensing jets. Dilute bubbly air/water mixtures (maximum 
initial gas volume fractions less than 10 percent) were injected 
vertically upward in still water while measuring mean and fluc
tuating phase velocities and bubble number intensity distribu
tions. In addition to LHF analysis, two separated-flow 
analyses were considered: (1) deterministic separated-flow 
(DSF) analysis, where relative velocities were considered, but 
bubble/turbulence interactions were ignored; and (2) 
stochastic separated-flow (SSF) analysis, where both relative 
velocities and bubble/turbulence interactions were considered, 

1 Currently at Carnegie Mellon University, Pittsburgh, PA. 
Contributed by the Heat Transfer Division and presented at the 23rd 

ASME/AIChE/ANS National Heat Transfer Conference, Denver, CO, August 
1985. Manuscript received by the Heat Transfer Division September 13, 1985. 

using random-walk methods. LHF, DSF, and SSF analyses 
are typical of current treatments of dilute dispersed flows, but 
the particular formulations used were developed earlier in this 
laboratory for particle-laden jets and sprays (Shuen et al., 
1983; Shuen et al., 1985a, 1985b; Solomon et al., 1985). Test 
conditions were limited to relatively low velocities, emphasiz
ing effects of relative velocities between the phases and tur
bulent dispersion of bubbles; therefore, the LHF and DSF 
models did not yield very satisfactory predictions. In contrast, 
the SSF model, which provides for both effects, yielded en
couraging agreement with measurements. 

The present study extends the study of bubbly jets to condi
tions where the dispersed phase condenses, introducing effects 
of interphase mass transfer. Experimental and theoretical 
methods were generally similar to Sun and Faeth (1985), in
volving dilute bubbly flow with nearly monodisperse bubbles 
at the injector exit, while considering LHF, DSF, and SSF 
analysis of the process. The experiments involved injection of 
nearly monodisperse carbon dioxide bubbles and water ver
tically upward in a still and unsaturated (with respect to car
bon dioxide) water bath. As the jet developed, the carbon 
dioxide bubbles dissolved in the water, providing an isother
mal simulation of a condensing bubbly jet. Measurements 
were made of mean and fluctuating phase velocities and the 
following mean properties: concentration of dissolved carbon 
dioxide, bubble diameter, and bubble number intensity. 

In the following, experimental and theoretical methods are 
described first of all. Results for single bubbles rising through 
a water bath, which were used to calibrate interphase 
transport analysis, are then discussed. The paper concludes 
with a description of the structure measurements for the bub
bly condensing jets and their comparison with predictions. 
The discussion is brief; more details and a tabulation of data 
are provided by Parthasarathy (1985). 

Experimental Methods 

Test Arrangement. The test arrangement was modified 
only slightly from Sun and Faeth (1985). Low void fraction 
carbon dioxide/water mixtures were injected vertically up
ward in still water within a windowed tank (410 mm x 534 
mm X 913 mm high). In order to reduce buildup of dissolved 
carbon dioxide in the bath, fresh liquid was supplied from a 2 
m3 auxiliary tank. The injector had a 5.08 mm exit diameter, 
and a 14.1:1 nozzle contraction, with carbon dioxide intro-
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duced at the start of contraction through five 22-gauge 
hypodermic needles, to yield a bubbly jet with initial bubble 
diameters ~ 1 mm. The injector could be traversed in three 
directions with horizontal and vertical positioning accuracies 
of 100 and 500 fim. Carbon dioxide (Linde, Instrument Grade, 
99.99 percent purity) was supplied through a two-stage 
pressure regulator and filter and metered with a critical flow 
orifice. Injector water flow was drawn from the auxiliary tank 
and metered using a rotameter. 

Flow 
Water Bubbly jet 

jet (case I) 
Bubbly jet 

(case II) 
Water flow rate, ml/s 
Carbon dioxide flow rate, ml/s 
Gas volume flow rate fraction, 

percent 
Jet momentum, nM 
Jet velocity, m/sft 

Jet Reynolds numberc 

Jet Richardson number^ 
Bubble VMD, mm 
Standard deviation of diameter, 

mm' 

32.7 
0 

0 
52.7 
1.61 
8530 

0 
-

32.7 
0.82 

2.4 
54.1 
1.65 
8740 

0.45 xlO"3 

0.90 

32.7 
1.64 

4.8 
55.4 
1.68 
8860 

0.89x10 
1.05 

0.11 0.10 

"Injector exit diameter 5.08 mm; fluid temperature 298 ±2 K, fluid pH - 8.9, 
ambient pressure at injector exit 98 ± 3 kPa. 
bu0=M0/(mcd + mw)0 

cRe = u0d/vw 
dR[ = ApQad/(pul) 
eFrom VMD 

Operation of the injector was monitored by measuring bub
ble sizes and injector thrust. The concentration of dissolved 
carbon dioxide in the bath was monitored using a pH meter 
(Fisher, model 640) which was calibrated using volumetrically 
prepared samples. 

Test Conditions. Test conditions are summarized in Table 
1. Three flows were considered, a pure water jet (as a baseline) 
and two bubbly jets having initial gas volume flow rate frac
tions of 2.4 and 4.8 percent. These conditions are identical to 
the pure water jet and the two lower initial void fraction 
air/water bubbly jets considered by Sun and Faeth (1985). The 
flows were reasonably turbulent, with initial Reynolds 
numbers of 8530-8860. Initial flow velocities, ~1.6 m/s, were 
relatively low in comparison to maximum bubble terminal 
velocities, —0.1 m/s; therefore, effects of buoyancy on bub
ble motion were significant throughout the flow. Sampling 
showed that concentrations of dissolved carbon dioxide were 
small throughout the flow, i.e., interphase transport rates 
were not mixing controlled (Parthasarathy, 1985). 

The standard deviation of initial bubble diameter, with 
respect to the VMD, was roughly 10 percent, and actual 
distributions showed that roughly 70 percent of the bubbles 
had diameters within 10 percent of the VMD; therefore, it was 

a 

cD 
Cj 

c, 
d 

dP 

A 
f 

F; 

g 

k 
Ki 

mi0 

mp 
MA 

M0 

= gravitational acceleration 
= bubble drag coefficient 
= concentration of species i 
= constants in turbulence 

model 
= injector diameter 
= bubble diameter 
= mass diffusivity of species i 
= mixture fraction 
= mass transfer correction 

factor 
= square of mixture fraction 

fluctuations 
= turbulence kinetic energy 
= mass diffusion coefficient of 

species i 
= injector mass flow rate of 

species i 
= mass of bubble 
= acceleration modulus 
= injector thrust 

r 
Re 

Ri 

t 
u 

Uri 

V 

v. 
VMD 

X 
a 

8U 
*A 

A„ 

e 

= radial distance 
= injector Reynolds number, 

Table 1 
= injector Richardson 

number, Table 1 
= time 
= axial velocity 
= relative velocity in /th 

direction 
= radial velocity 
= partial volume of species i 
= volume-mean diameter 
= axial distance 
= bubble number intensity 
= Kronecker delta function 
= correction for virtual mass 

force 
= correction for Basset-history 

force 
= rate of dissipation of tur

bulence kinetic energy 

v = 
f = 
P = 

+ = 
Subscripts 

a = 
c = 

cd = 
P = 
s = 

sat = 
w = 
0 = 

00 = 

( ) ' = 

( ) = 

( ) = 

kinematic viscosity 
variable of integration 
density 
bubble aspect ratio 

air 
centerline value 
carbon dioxide 
bubble property 
bubble surface property 
saturated state for pure gas 
water property 
injector exit condition 
ambient condition 
time-averaged fluctuating 
quantity 
time-averaged mean 
quantity 
Favre-averaged mean 
quantity 
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assumed that the bubbles were monodisperse upon injection, 
to simplify analysis. 

The bath liquid contained dissolved air and the carbon diox
ide was not entirely free of noncondensible gases. Therefore, 
bubbles had an initial concentration of noncondensibles, and 
accumulated more during their motion through the bath. As a 
result, the bubbles never entirely disappeared, and final bub
ble diameters were on the order of 20 percent of the initial 
diameter. 

Instrumentation 

Liquid Velocities. Mean and fluctuating liquid-phase 
velocities were measured using a single-channel LDA in the 
dual-beam forward-scatter mode. One beam was frequency-
shifted to eliminate errors due to directional bias and flow 
reversals. Various beam orientations were used to measure 
components of mean and fluctuating velocities and the 
Reynolds stress, following Durst and Whitelaw (1971). The 
measuring volume had a diameter and length of 260 and 250 
urn, respectively, with a fringe spacing of 3.29 pm. Large-
amplitude signals, due to bubbles, were rejected using the 
amplitude limiter on the burst-counter signal processor. This 
does not provide protection against grazing collisions of bub
bles with the measuring volume, which can be misinterpreted 
as proper signals from seeding particles in the continuous 
phase. However, the approach was adequate for the present 
flows since bubble concentrations were dilute and bubble op
tical properties yielded a small grazing collision region. This 
was subsequently established using a phase-discriminating op
tical arrangement, similar to Modaress et al. (1983). Signal 
rates were on the order of 500-800 Hz, which was sufficient to 
resolve the smallest scales of the flow; therefore, the analog 
output of the burst counter was time-averaged using an in
tegrating digital voltmeter. The same signal was processed 
with a true rms meter to yield velocity fluctuations. Ex
perimental uncertainties were as follows: mean and fluc
tuating velocities, less than 5 percent; turbulence kinetic 
energy, less than 10 percent; Reynolds stress, less than 20 per
cent at its maximum, but proportionately higher elsewhere (all 
evaluated at 95 percent confidence). 

Bubble Velocities. The LDA was modified to measure 
bubble velocities, similar to Sun and Faeth (1985). Beam spac
ing was reduced and the receiving optics were shifted 45 deg 
from the forward-scatter direction, yielding measuring volume 
dimensions having a diameter and length of 260 /xm (each in
creased by the local bubble diameter since grazing collisions 
were recorded) and a fringe spacing of 19.6 /*m. Frequency 
shifting and different beam orientations were used to obtain 
various velocity components, similar to the liquid velocity 
measurements. Signals from natural seeding in the water were 
eliminated by operating the detector at low gain, so that only 
large-amplitude signals from bubbles were recorded. This ap
proach was effective everywhere, since the bubbles never en
tirely condensed due to the presence of noncondensibles. Even 
though bubble sizes were initially and finally nearly 
monodisperse, the size distribution was broader during the 
period of condensation, since all bubbles at a point did not 
follow the same trajectories. No attempt was made to quantify 
this by obtaining bubble size and velocity correlations; bubble 
averages were obtained directly from the burst-counter using a 
minicomputer. Predictions were averaged in the same way for 
comparison with measurements. Effects of gradient bias were 
less than 1 percent for mean velocities everywhere, and less 
than 1 percent for velocity fluctuations for^/c?>24. Gradient 
bias was largest at x/d=8 for fluctuating velocities, where it 
reached levels of 5 percent for the case II bubbly jet. Uncer
tainties in iip, tip, and v'p from other sources were less than 5 
percent; however, uncertainties in vp were 50 percent due to its 
small magnitude (all 95 percent confidence). 

Bubble Size. Flash photography was used to measure bub
ble size and number intensity distributions. The camera was 
operated in a darkened room with an open shutter, fixing the 
exposure time by the flash duration (less than 1 jis). The depth 
of field extended beyond the width of the flow and parallax er
rors were less than 7 percent; therefore, bubbles from the en
tire line-of-sight through the flow were recorded. Bubble 
VMD was averaged over the entire cross section of the flow, 
considering regions having streamwise lengths of 43, 46, and 
72 mm, centered at x/d = 24, 40, and 60. Averages were ob
tained by counting 300-600 bubbles in each region. Effects of 
streamwise gradient broadening, accuracy of the size measure
ment, and discretization errors for finite sample sizes, yielded 
an uncertainty in VMD less than 10 percent. 

Bubble Number Intensity. The spread of bubbles was 
represented by bubble number intensity, e.g., the number of 
bubbles per unit area of a line-of-sight observation through 
the flow, similar to Sun and Faeth (1985). This was found by 
further dividing the streamwise regions, used for VMD 
measurements, into seven radial regions. The number of bub
bles in each region, per unit projected area, was then found. 
This measurement had a maximum gradient bias less than 12 
percent and an uncertainty, due to effects of parallax and 
finite sample size, also less than 12 percent. 

Theoretical Methods 

Continuous Phase. The present analysis follows the ap
proach developed by Shuen and coworkers (1983, 1985a, 
1985b), Solomon et al. (1985), and Sun and Faeth (1985), 
aside from differences needed to treat specific aspects of the 
carbon dioxide condensation processes. The continuous phase 
is analyzed using an Eulerian calculation. This is sufficient for 
LHF analysis, but must be coupled to Lagrangian calculations 
of bubble motion and transport for separated-flow analysis. 
Present calculations considered interactions between the 
phases, resulting in source terms due to mass and momentum 
exchange, as well as buoyancy caused by the voidage of the 
bubbles, in the governing equations for the continuous phase. 

The formulation for the continuous phase is identical to the 
approach used by Solomon et al. (1985) for evaporating sprays 
and this source should be consulted for details. Major assump
tions of the continuous phase are: axisymmetric, steady (in the 
mean) flow with no swirl; boundary layer approximations ap
ply; equal exchange coefficients of all species; buoyancy only 
affects the mean flow; and negligible effects of kinetic energy 
and viscous dissipation in the governing equations for mean 
quantities. The first of these is a condition of the experiments; 
the remainder are common assumptions for jets containing 
dispersed phases (Faeth, 1983). The continuous-phase analysis 
uses widely adopted procedures of k-e-g turbulence models, 
which have provided good structure predictions for constant 
and variable density single-phase jets, particle-laden jets, and 
sprays, using fixed empirical constants (Shuen et al., 1983, 
1985a, 1985b; Solomon et al., 1985; Sun and Faeth, 1985). 
The empirical constants were unchanged for present work. 
Favre-averaged (mass-weighted) governing equations were 
solved, following Bilger (1976), but for present flows dif
ferences between Favre and conventional (time) averages were 
negligible. 

The conserved-scalar formalism was used to find scalar 
properties, although this was not an important part of present 
computations since scalar properties of the liquid within the 
jet were essentially identical to the ambient liquid, as noted 
earlier. Under present assumptions, all scalar properties are 
only functions of mixture fraction (the fraction of mass at a 
point which originated from the injector), called state relation
ships, and can be found once and for all by adiabatic mixing 
calculations. The solution is completed by solving conserva-
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tion equations for mass, momentum, and mixture fraction, 
and modeled transport equations for k, e, and g. Scalar pro
perties are then computed from the probability density func
tion of mixture fraction, in conjunction with the state relation
ships. A clipped-Gaussian probability density function was 
used, following past practice (Solomon et al., 1985); its two 
parameters were prescribed by the known local values o f / and 
g as described by Lockwood and Naguib (1975). 

The LHF model treats the flow as a single-phase fluid with 
both phases in local kinematic and thermodynamic 
equilibrium. This involves solution of the continuous-phase 
equations using state relationships which account for the 
presence of two phases (Chen and Faeth, 1982). The present 
flows were very dilute; therefore, imposing equilibrium re
quired that all the carbon dioxide should be condensed at the 
injector exit, leaving only the noncondensible remnant bub
bles. This was clearly incorrect; however, LHF predictions will 
still be discussed since they provide a useful infinite transport 
rate bound to help interpret the measurements. 

Dispersed Phase 

Bubble Transport. Bubble transport is treated the same in 
both separated-flow models. The main difference is that the 
DSF model assumes that bubbles only interact with mean li
quid properties, while the SSF model treats bubble/turbulence 
interactions so that the bubbles interact with instantaneous li
quid properties. Both involve dividing the bubbles into n 
groups, defined by velocity and position at the initial condi
tion, and then solving Lagrangian equations of motion and 
transport to find their subsequent trajectories and sizes. 

Initial conditions for separated-flow analysis were specified 
at x/d=S, which was the position nearest the injector where 
all needed measurements could be made with acceptable 
spatial resolution and accuracy. Downstream of this position, 
void fractions were less than 3 percent; therefore, bubble colli
sions were negligible, as were effects of adjacent bubbles on 
bubble transport properties. Bubble dimensions were less than 
10 percent of the flow width; therefore, bubbles were assumed 
to have a locally uniform environment, based on liquid prop
erties at their center. Similar to the earlier bubbly air jet 
analysis (Sun and Faeth, 1985), bubbles were assumed to be 
spherical and Magnus forces, Saffman-lift forces, and the in
ertia of the gas phase were neglected. 

Under these assumptions, the motion of the dispersed phase 
was obtained using the formulation of Odar and Hamilton 
(1964) as reviewed by Clift et al. (1978) 

{{AA/2)(duri/dt)) = a(\ - (pp/p))-&u- (3CD/4dp) \u, la„-

+ A w ( 8 1 v / ^ ) , / 2 [ ' (f-$)- , /2(rfu„/rf$)rf$ (1) 
J'o 

where <5,7 is the Kronecker delta function and i = 1 represents 
the vertically upward direction. The term on the LHS of equa
tion (1) represents the acceleration force due to virtual mass, 
while the terms on the RHS represent buoyancy, drag, and 
Basset-history forces. The parameters AA and AH were em
pirically correlated by Odar and Hamilton (1964) as a function 
of an acceleration modulus MA defined as follows 

MA = (dur/dt)d„/u2
r (2) 

The values of AA and AH vary between 1.0-2.1 and 1.00-0.48, 
the former values being the correct limit for the 
Basset-Boussinesq-Oseen (B-B-O) formulation of equation 
(1). The drag coefficient was obtained from empirical expres
sions of Clift et al. (1978) and Moore (1965). The expression 
due to Moore (1965) allows for deformation of bubbles to an 
ellipsoid shape, which was encountered during calibration 
tests for single bubbles, but was not significant for the bubbly 
jet calculations. 

In general, the bubble surface was deficient in dissolved air 

and the bath liquid contained low concentrations of dissolved 
carbon dioxide, causing a counterflow diffusion process with 
carbon dioxide transported to the bath and air transported to 
the bubbles. The process was slow and involved small energy 
exchange; therefore, the flow was assumed to be isothermal. 

The diffusion processes of both carbon dioxide and air, at 
the low mass transfer rates of present conditions, are governed 
by (Johnson et al., 1969) 

dVl/dt = rd*K,(ca,-cs)l (3) 

where 

K, = l.l3Fi(Diur/(0.0045 + 0.2dp))
i/2 (4) 

These formulas are specific to the present bubble transport 
process and were used in spite of the clear limitations of a 
dimensional formula like equation (4). Normal values of mass 
diffusivities (Da, Dcd = 0.0Q2, 0.0018 mm2/s from Him-
melblau, 1964) are used in equation (4); the correction factors 
Fj are used to directly indicate departures from normal dif-
fusivity rates required to match present calibrations. For water 
at 295 K, the saturated concentrations of air and carbon diox
ide (volume basis) are 

C/ = c, s a tPy(F0+K c r f) (5) 

where eosat, ccdsM =0.0183, 0.89 kg/m3 from Stephen and 
Stephen (1979). The diameter of the bubble can be found in 
terms of the partial volumes, as follows 

clp = l6(Va+Vcd)/irV/i (6) 

Methods used to compute bubble trajectory calculations 
follow past practice, e.g., Sun and Faeth (1985). 

Deterministic Separated Flow Analysis. With this ap
proach, drop transport and motion are computed using local 
mean properties, estimated from the continuous-phase 
analysis. Thus, bubble/turbulence interactions are ignored 
and bubbles follow deterministic paths, fixed by their initial 
location and velocity. Trajectories of 1200 bubbles were com
puted in order to obtain statistically significant results. 

Stochastic Separated-Flow Analysis. This approach treats 
effects of turbulent fluctuations on interphase transport using 
a method proposed by Gosman and Ioannides (1981) and 
subsequently developed in this laboratory for turbulent 
dispersed flows (Shuen et al., 1983, 1985a, 1985b; Solomon et 
al., 1985; Sun and Faeth, 1985). This involves computing tra
jectories of a statistically significant number of bubbles 
(typically 2000) as they move away from the injector and en
counter a succession of turbulent eddies. 

Properties within each eddy are assumed to be uniform, but 
to change in a random fashion from eddy to eddy. Eddy prop
erties are found by making random selections from the veloci
ty and mixture fraction probability density functions. 
Isotropic turbulence is assumed, with a Gaussian PDF for 
each velocity component. A clipped-Gaussian PDF is used for 
mixture fraction, as noted earlier. All PDF's are fully defined 
by their mean values and variances, which are known from the 
k-e-g analysis. A bubble is assumed to interact with an eddy 
as long as its relative displacement is less than a characteristic 
eddy size (the dissipation length scale) and its time of interac
tion is less than the characteristic eddy lifetime. These 
parameters can be found as well from the k-e-g analysis of the 
continuous phase. 

The influence of bubbles on turbulence properties, called 
turbulence modulation by Al Taweel and Landau (1977), can 
be considered using the SSF formulation (Sun and Faeth, 
1985). However, since present flows were very dilute, effects 
of turbulence modulation were small in comparison to ex
perimental uncertainties and uncertainties in model 
parameters needed for turbulence modulation computations 
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Fig. 2 Mean liquid-phase velocity along the axis 

(Shuen et al., 1985a); therefore, turbulence modulation was 
ignored for present computations. 

Bubble Trajectory Calibrations. Predictions of bubble 
trajectories were calibrated using data for single bubbles rising 
in the bath liquid. The bubbles were released in still water 
from a hypodermic needle. Release rates were slow, less than 
0.2 Hz; therefore, wakes from preceding bubbles had negligi
ble effect. The slow release, however, caused initial bubble 
diameters to be somewhat larger than the bubbly jet ex
periments, e.g., 1.75 mm as opposed to ~ 1 mm. Bubble size 
and velocity were measured, using multiflash photography, at 
various heights above the point of release. 

Measurements of bubble aspect ratio, diameter and velocity 
are plotted as a function of height above the source in Fig. 1. 
The standard deviation about the mean of each measurement 
is shown by bars. Bubble aspect ratios are large near the injec
tor, approaching 1.75, but are in the range 1.0-1.1 for bubble 
diameters less than 1.1 mm, which is the range of bubbly jet 
experiments. For aspect ratios near unity, the correlation of 
Moore (1965) yields essentially the same values as the standard 
drag law for solid spheres. 

The final value of dp/d^ = 0.25 is due to the diffusion of air 
into the bubble. This occurs because once the air bubble is 
formed, by the initial presence of the carbon dioxide bubble, 
there is no subsequent tendency for it to dissolve, since the 
bath is saturated with dissolved air. After release, bubble 
velocities increase due to buoyancy. As the bubble size 
decreases due to condensation of carbon dioxide, reduced ef
fects of buoyancy in comparison to drag cause the bubble 
velocity to decrease. Once all the carbon dioxide had con
densed, bubble size is constant and the bubbles maintain a 
constant terminal velocity. 

Two predictions are also shown on Fig. 1, one using the full 
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correlation for AA and AH provided by Odar and Hamilton 
(1964), the other adopting A ,̂ = 1 and Aw = 0, e.g., using the 
low-acceleration-rate limit for the virtual mass force and ig
noring the Basset force. Best agreement between predictions 
and measurements is provided by the low acceleration rate 
limit while also ignoring the Basset force. For present transient 
conditions, this could be fortuitous due to circulation within 
the bubble, which was not considered in the drag correlation. 
Based on these findings, however, the bubbly jet calculations 
used A^ = 1, Aw = 0, and the standard drag law for spheres. 

The correction values, Fa = 1.37 and Fcd = 1.90, were chosen 
to match predictions and measurements. Even though low 
levels of contaminants can influence diffusion appreciably the 
correction factors are reasonably close to unity. The value of 
Fcd is somewhat high; however, this is expected due to reaction 
of carbon dioxide when the bath liquid is basic (pH 8.9) 
(Weller, 1972). 

Initial Conditions. Initial conditions for the separated 
flow models were prescribed at x/d =8 . Direct measurements 

v'p, and the mean provided u, u'v', k,f=g~0, up, vp, 
distribution of bubble number flux. The rate of dissipation of 
turbulence kinetic energy was estimated from the definition of 
turbulent viscosity in the turbulence model, e.g., 

e = C;Ow/3r)A:2/VV (7) 

Structural Measurements and Predictions 

Centerline Properties. Predicted and measured values of it 
along the axis of the single phase jet and the two bubbly jets 
are illustrated in Fig. 2. Predictions of all the models are 
shown; the DSF and SSF models yielded virtually identical 
results, however, and are represented by a single line. 

Results for the single phase jet are nearly identical to earlier 
findings of Sun and Faeth (1985), indicating good 
reproducibility of both predictions and measurements. The 
measurements suggest a relatively short potential core, prob
ably caused by high initial turbulence intensities due to flow 
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disturbances from the gas injection system. The LHF predic
tions used standard initial conditions applied at the injector 
exit; therefore, the rapid development of the flow is not 
simulated very well, although predictions are in reasonably 
good agreement with measurements far from the injector. 

The comparison between LHF predictions and the 
measurements is similar for the bubbly-jet results illustrated in 
Fig. 2. The DSF and SSF predictions, which use measured in
itial conditions, are in better agreement with measurements. 
However, the continuous-phase flow properties are not 
strongly influenced by the bubble phase; therefore, the LHF 
analysis would give comparable results if the same initial con
ditions were used. Far from the injector, all three predictions 
are essentially identical. 

Predicted and measured mean bubble velocities along the 
axis are illustrated in Fig. 3. As before, the two separated-flow 
models give nearly the same results. Bubble velocities are 
lower than liquid velocities near the injector, but are higher 
than the liquid velocities far from the injector, due to effects 
of buoyancy. The separated flow models reproduce this 
behavior reasonably well. 

Predicted and measured dp/d^, which represent bubble 
diameters averaged over the flow cross section, are sum
marized as a function of distance above the injector in Table 
2. SSF predictions are shown; however, DSF results are nearly 
the same. The comparison between predictions and 
measurements is encouraging, although there is a consistent 
tendency for predictions to underestimate bubble diameters. A 
partial explanation is provided by sensitivity studies which 
showed that bubble diameters were very sensitive to flow pro
perties far from the injector - magnifying small errors (Par-
thasarathy, 1985). Approximating the flow as initially 
monodisperse may be a contributing factor, since the strong 
influence of bubble size on transport rates tends to bias the 
size distribution toward larger sizes as condensation proceeds. 

0.08 0.16 0.24 

r/x 
Fig. 5 Mean and turbulent liquid-phase properties for the case I jet at 
x/d = 40 

Phase Velocities. Findings concerning phase velocities 
were similar for the two bubbly jets; therefore, only results for 
case I will be considered. Continuous-phase mean velocities 
and turbulence quantities are illustrated in Figs. 4 and 5 for 
x/d=24 and 40. In addition to present findings for condens
ing jets, earlier results for noncondensing jets having the same 
initial conditions from Sun and Faeth (1985) are also shown. 
The results are plotted as a function of r/x, which is the 
similarity variable for fully developed turbulent jets and 
plumes. Predictions are shown for LHF and SSF analyses of 
the condensing jets; however, findings for the noncondensing 
jets were nearly the same. In addition, predictions of the SSF 
and DSF models were nearly identical for continuous-phase 
properties. 

Predictions of velocity fluctuations were obtained by 
assuming u'1:v'1 = k:k/2, which are the ratios usually ob
served in fully developed single-phase jets (Wygnanski and 
Fieldler, 1969). Results for condensing and noncondensing 
jets are nearly the same, which is expected since the flows were 
very dilute and are not strongly influenced by dispersed-phase 
properties. 

Predictions of both theories agree with measurements 
(within experimental accuracy) when plotted in the manner of 
Figs. 4 and 5; however, the separated flow models provide bet
ter absolute agreement with measurements due to improved 
predictions of centerline velocities (Fig. 2). Levels of 
anisotropy of turbulent fluctuations correspond roughly to 
values for single-phase jets for the present dilute dispersed 
flows. 

Predicted and measured bubble velocities for the case I bub
bly jet are illustrated in Figs. 6 and 7 for * /d=24 and 40. 
Predictions of the LHF and SSF models are illustrated, 
although LHF predictions essentially correspond to results for 
a single-phase liquid, as noted earlier. LHF predictions of 
fluctuating quantities are found using the same ratios 
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Fig. 6 Mean and turbulent bubble-phase properties for the case I jet a! 
x/d = 24; arrow denotes outer edge of bubble-containing region for DSF 
analysis 

employed earlier for continuous-phase velocities. SSF predic
tions were obtained directly from the calculations, averaged 
over all bubble sizes, similar to the measurements. DSF 
predictions of mean velocities were the same as SSF predic
tions, but this approach predicted a much narrower two-phase 
flow region (ending at the arrows) than observed. Naturally, 
the DSF model provides no predictions of fluctuating bubble 
velocities. 

SSF predictions of mean velocities, in Figs. 6 and 7, are in 
reasonably good agreement with measurements. Due to the 
low liquid phase velocities for present test conditions, effects 
of slip are quite significant. This can be seen by comparing the 
measurements with the LHF predictions, since the latter 
roughly correspond to liquid-phase velocities (Figs. 4 and 5). 
The mean radial velocities of the bubbles increase 
monotonically with radial distance, unlike mean continuous-
phase velocities which reach a maximum and then become 
negative near the edge of the jet due to entrainment of ambient 
fluid (Wygnanski and Fiedler, 1969). This is not seen for bub
bles since no bubbles are entrained from the surroundings. 
SSF predictions of mean radial velocity are reasonably good. 

LHF predictions of bubble velocity fluctuations in Figs. 6 
and 7 are in fortuitously good agreement with measurements, 
i. e., in view of poor predictions of mean velocities used to nor
malize the data, the absolute agreement is not very satisfac
tory. The SSF predictions tend to underestimate velocity fluc
tuations, but correctly represent the trend that their levels are 
nearly constant over the bubble-containing region. Two major 
reasons can be advanced for the discrepancy in magnitudes. 
First of all, the assumption of a monodisperse size distribution 
at the initial condition is not exact; consideration of the actual 
initial size variation tends to increase apparent fluctuations, 
explaining about half the discrepancy. This occurs since slip 
velocities are strongly influenced by bubble size. A defect of 
the SSF analysis is probably also a factor. This involves the 
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Fig. 7 Mean and turbulent bubble-phase properties for the case I jet at 
x/d = 40; arrow denotes outer edge of bubble-containing region for DSF 
analysis 

assumption that the turbulence is isotropic when randomly 
selecting eddy properties in SSF simulations, even though ef
fects of anisotropy are clearly evident (Figs. 4 and 5). In
cluding such effects would be a desirable improvement in the 
SSF approach. 

Even though the SSF analysis assumes isotropic turbulence 
properties, computed particle velocity fluctuations in the 
streamwise direction are greater than those in the radial direc
tion, similar to the measurements. This follows from the 
significant radial variation of streamwise mean bubble 
velocities in the present flow. As turbulent dispersion causes 
bubbles to move back and forth in the radial direction, they 
appear at a given position with different values of up 

(associated with velocities at their original location) causing 
higher observed values of up' than vp . 

Bubble Number Intensities. Predictions (LHF, DSF, and 
SSF models) and measurements of bubble number intensities 
are illustrated in Figs. 8 and 9 for the two bubbly jets. Near the 
injector, where slip velocities are relatively small in com
parison to flow velocities, the LHF model only slightly 
overestimates the width of the bubble-containing region. Far
ther downstream, however, the LHF model overestimates 
bubble dispersion since effects of slip, which increase stream-
wise bubble velocities in comparison to radial fluctuations, are 
underestimated. The DSF approach, on the other hand, 
underestimates the radial spread of bubbles everywhere. This 
follows due to the relatively low inertia of bubbles, even when 
including their virtual mass, which makes them responsive to 
turbulent fluctuations and thus turbulent dispersion. Put 
another way, the DSF model only allows bubbles to move in 
the radial direction by virtue of drag induced by the mean 
radial continuous-phase velocity, which is small in comparison 
to the radial velocity fluctuations that are responsible for tur
bulent dispersion. 
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Table 2 Decay of dp/dp0 along the axis" 

x/d 24 40 60 

Case I: 
Measured 
Predicted 

Case II: 
Measured 
Predicted 

0.83 
0.83 

0.79 
0.83 

0.66 
0.64 

0.76 
0.64 

0.46 
0.40 

0.51 
0.39 

"Based on VMD averaged over the flow cross section; dp/dpo = 1 at x/d= 8; 
predictions based on SSF analysis. 
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Fig. 8 Mean bubble number intensity distributions for the case I jet 

In contrast to the other two methods, predictions of the SSF 
model, which allow for both slip and turbulent dispersion, are 
in reasonably good agreement with measurements in Figs. 8 
and 9. This is a good test of model performance. Near the in
jector, slip is relatively unimportant, due to high liquid 
velocities, and the bubbles disperse much like the liquid. 
However, far from the injector, slip dominates the process 
and rates of bubble dispersion are reduced. This causes the 
bubble-containing region to progressively become narrower in 
terms of the r/x similarity variable, keeping in mind that the 
present bubbles never entirely disappear due to the presence of 
noncondensibles. The DSF and LHF models only provide 
potential bounds for this process, while the SSF model seems 
capable of treating the transition between the two limits, 
which tends to dominate the flow field for present test 
conditions. 

Concluding Remarks 

The present study considered dilute turbulent bubbly con
densing (carbon dioxide) jets in still water. Maximum void 
fractions were less than 5 percent, centerline velocities were in 
the range 0.1-1.0 m/s, terminal bubble slip velocities were 
roughly 0.1 m/s, and the ratio of injector to initial bubble 
diameter was roughly 5:1. Present test conditions were similar 

lw 
v. 

0.06 0.12 0.18 

r / x 
Fig. 9 Mean bubble number intensity distributions for the case li jet 

to those used during a companion study of noncondensing 
bubbly jets (Sun and Faeth, 1985). A complete report of 
methods, theoretical and experimental results, and a tabula
tion of data is provided by Parthasarathy (1985). 

Major conclusions of the study are as follows: 

1 The LHF and DSF models did not provide satisfactory 
predictions for the present bubbly jets. The LHF model per
formed poorly due to omission of effects of finite interphase 
transport rates. The DSF model performed poorly due to 
omission of bubble/turbulence interactions - particularly tur
bulent dispersion of bubbles. 

2 The SSF model yielded better predictions than the LHF 
and DSF models, similar to past experience with particle-laden 
jets (Shuen et al., 1983, 1985a), sprays (Shuen et al., 1985b; 
Solomon et al., 1985), and noncondensing bubbly jets (Sun 
and Faeth, 1985). It is encouraging that this performance was 
achieved for these disparate flows with all empirical aspects of 
the turbulence model unchanged, i.e., only essential changes 
to treat differences in interphase transport were made. 
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Film Condensation of Steam on 
Horizontal Finned Tubes: Effect of 
Fin Spacing 
The film condensation heat transfer performance of six externally finned copper 
tubes has been evaluated. All tubes had rectangular-shaped fins with a height and 
thickness of 1 mm. The spacing between fins was 0.5, 1.0, 1.5, 2.0, 4.0, and 9.0 mm. 
Data were also obtained for a smooth tube whose outside diameter of 19.0 mm was 
equal to the diameter at the base of the fins for all of the finned tubes. Tests were 
performed both at atmospheric pressure and under vacuum (~ 11.3 kPa). Steam 
flowed vertically downward with a velocity of approximately 1 and 2 m/s at at
mospheric pressure and under vacuum, respectively. The smooth tube was fitted 
with wall thermocouples for the evaluation of the water-side heat transfer coeffi
cient. This was used, subsequently, to determine the steam-side heat transfer coeffi
cient for the finned tubes for which only overall measurements were made. 
Strenuous efforts were made to obtain high-accuracy data; in particular, the coolant 
temperature rise was determined by both quartz-crystal thermometers and a 
10-junction thermopile. The two temperature-rise measurements always agreed to 
within ± 0.03 K. Care was taken to avoid errors due to the presence of noncondens-
ing gases and to ensure that filmwise condensation conditions prevailed over the en
tire tube throughout all tests. The steam-side heat transfer coefficient for the smooth 
tube agreed closely with values found by other recent workers. Maximum steam-side 
enhancement was found for the tube with a fin spacing of 1.5 mm. At this fin spac
ing, the heat transfer enhancement ratios were around 3.6 and 5.2 for low-pressure 
and atmospheric pressure runs, respectively. 

Introduction 

Despite considerable experimental and theoretical effort in 
recent years, the prediction of the steam-side heat-transfer 
coefficient on horizontal finned tubes with a reasonable 
degree of accuracy is still questionable. The theoretical treat
ment of this problem is very difficult owing to the large 
number of controlling parameters such as the three-
dimensional condensate-flow pattern, vapor shear, surface-
tension forces, wall conduction effects, and condensate reten
tion. At the same time, only, a few reliable data which 
systematically cover the relevant variables, such as fin 
geometry, have been reported [1], 

Prior work by Staub [2] in 1961 demonstrated, at an ab
solute pressure of 38 mm Hg, an enhancement ratio (finned-
tube steam-side coefficient to smooth-tube value) of 2.5 to 3 
for a finned copper tube with 1.02 sinusoidally shaped 
fins/mm. Results with a coarse-pitch tube (0.67 fins/mm) for 
the same pressure conditions were only two times the smooth-
tube results, indicating that fin spacing is an important 
variable. In 1963, Nabavian and Bromley [3] used a finned 
condenser tube with 0.3 fins/mm to make measurements of 
the condensation coefficient of water. They machined fins "to 
yield a constant and very high heat transfer coefficient along 
the top part of the fin." However, they did not specify the ac
tual heat transfer enhancement obtained. In 1971, Karkhu and 
Borovkhov [4] obtained condensation data for steam on four 
horizontal tubes with different configurations of trapezoidally 
shaped fins. All their data were taken at a pressure of 1.1 atm, 
and they reported that for transverse fins with large Weber 
numbers (i.e., large surface-tension forces in relation to grav
ity forces), the average condensing heat transfer coefficient in
creased by 50 to 100 percent, whereas for low Weber numbers, 
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there was little or no improvement. In 1982, Rifert [5] 
reported steam-condensation data on four tubes with 
rectangular-shaped fins, four tubes with trapezoid-shaped 
fins, and one tube with small wavy-type fins. He reported 
enhancements in the steam-side coefficient of up to twofold. 

Very recently, Yau et al. [1] have shown that with an in
crease in fin density, up to a limit (this limit is not yet known 
accurately in a generalized manner), the heat transfer coeffi
cient increases at a rate faster than the increase in the outside 
surface area due to the presence of fins. This additional 
enhancement is due to the thinning effect of the surface-
tension forces on the condensate film. Unfortunately, surface-
tension forces also adversely affect heat transfer by causing 
condensate to be retained between fins. Katz et al. [6] reported 
that on a finned tube, the portion of the surface occupied by 
condensate depends on the ratio of the condensate surface ten
sion to density a/p and the fin geometry. Their results were 
based on static (i.e., no condensation) liquid-retention 
measurements for different fin densities (0.28 to 0.98 mm - 1 ) . 
They used acetone, aniline, carbon tetrachloride and water as 
test fluids with a/p ranging from 15 x 10 ~6 to 70 x 10 ~6 

N«m2/kg and reported that in some cases as much as 100 per
cent of the surface was flooded by retained liquid. Rudy and 
Webb [7, 8] and Honda et al. [9] measured dynamic (i.e., with 
condensation) retention angles for fin densities of 0.75 to 2.0 
m m - 1 . They showed that the liquid retention increases with 
increase in alp and fin density. Rudy and Webb [8] developed 
a theoretical model that predicted their condensate retention 
angles within ± 1 0 percent. Honda et al. [9] and Owen et al. 
[10] have also made detailed theoretical studies of condensate 
retention and found essentially the same results. 

In an attempt to predict the heat transfer results, Rudy and 
Webb [7] proposed a modification to the original Beatty and 
Katz correlation [11] by taking condensate retention into con
sideration. For this purpose, they simply assumed that the 
Beatty and Katz correlation was valid for the unflooded por-
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tion with no heat transfer through the flooded portion. Owen 
et al. [10] extended the Rudy and Webb model by allowing 
heat transfer through the flooded portion of the tube. To ac
count for heat transfer in this region, they assumed parallel, 
one-dimensional conduction paths through the fins and the 
condensate film. As also pointed out by Honda and Nozu 
[12], Owen et al. appear to have combined the unflooded and 
flooded portions incorrectly. The correct version of their 
model gives a slight improvement over the Rudy and Webb 
model. However, as shown by Honda and Nozu, the Owen et 
al. model (hence also the Rudy and Webb model) appears to 
be inadequate. 

The heat transfer models discussed above assume gravity 
drainage of condensate and neglect any surface-tension-
induced pressure gradients in the unflooded portion. Rudy 
and Webb [13] developed a heat transfer model which includ
ed surface-tension-induced pressure gradients in the unflood
ed portion, with, once again, no heat transfer in the flooded 
portion. This model resulted in from 10 percent underpredic-
tion to 60 percent overprediction of their data using R-ll as 
the working fluid (o/p = 10 x 10"6 N«m2/kg). 

Honda and Nozu [12] present the most comprehensive 
analysis of the heat transfer problem, including a pressure-
gradient term resulting from surface-tension forces in the 
momentum equation. They numerically solved their fourth-
order differential equation for the film thickness subject to 
reasonable boundary conditions. However, owing to the com
plex analysis procedures involved, this model cannot be used 
readily as a design tool. The most recent model developed by 
Webb et al. [14] uses a fairly practical approach to the 
problem. They treat the heat transfer performance on the fins 
in the unflooded portion using the analysis performed by 
Adamek [15]. Unlike in their previous models, they allowed 
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Fig. 1 Schematic of test apparatus 

heat transfer through the flooded portion based on two-
dimensional conduction in the fins and condensate film. 

Reliable experimental data covering a reasonable range of 
relevant variables are of great importance not only in obtain
ing the optimum fin geometry for the fluid studied, but also in 
developing a satisfactory theoretical model. The authors are, 
therefore, engaged in a research program to obtain steam-
condensation data on horizontal, finned tubes. The effects of 
fin spacing, fin thickness, fin height, and fin shape are being 
systematically examined. This paper presents data with fin 
spacing as the primary variable. 

N o m e n c l a t u r e 

K = 
A, = 
As = 
B = 

C = 

D, = 
D, 

Dn = 

En = 

F 
S 

hh = 

h, = 

outside area of finned tube 
outside area of smooth tube 
constant use with Sieder-
Tate-type equation (1) 
constant used with Sieder-
Tate-type equation (1) 
constant-pressure specific 
heat of cooling water 
diameter to outside of fins 
inside diameter of condenser 
tube 
outside diameter of smooth 
tube, equal to root diameter 
of finned tube 
enhancement ratio, defined 
as the ratio of finned-tube 
steam-side coefficient to 
smooth-tube value at a 
specified heat flux and bas
ed upon the smooth tube 
surface area 

= gD0^hh/V\kfAT 
= local gravitational accelera

tion = 9.8 m/s2 

= steam-side heat transfer 
coefficient predicted by 
Beatty and Katz correlation 
[11] 
specific enthalpy (latent 
heat) of vaporization 
water-side heat transfer 
coefficient 

hQ = 

hw = 

K = 

Nu 

[7] 

steam-side heat transfer 
coefficient 
steam-side heat transfer 
coefficient predicted by 
Owen et al. model [10] 
steam-side heat transfer 
coefficient predicted by 
Rudy and Webb model 
steam-side heat transfer 
coefficient predicted by 
Webb et al. model [14] 
thermal conductivity of 
cooling water 

kf = thermal conductivity of 
condensate 

Nu = water-side Nusselt number 
= h/Dj/k,. 
steam-side Nusselt number 
= KDJk. •f 

Pr = Prandtl number of cooling 
water = /xccpc/kc 

q = heat flux based on As 

Re = coolant-side Reynolds 
number = pcKcZ),//*c 

Re = steam-side, two-phase 
Reynolds number = 

s = fin spacing (i.e., distance 
between fins) 

Ts = temperature of steam 
Two = average outer wall 

temperature; temperature at 
root of fins 

t 
AT 

AT 

Vs 
a 

Mc = 

V-f = 

Cw = 

Pc = 

Pf = 
a = 

+ = 

fin thickness 
local temperature drop 
across condensate film 
average temperature drop 
across condensate film = 
V -* s * wo ) 

cooling water velocity 
steam velocity 
constant in Nusselt-type 
equation (5) 
constant in Sieder-Tate-type 
equation (6) 
angle measured from top of 
tube 
viscosity of cooling water at 
bulk temperature 
viscosity of condensate at 
film temperature 
viscosity of cooling water at 
inner wall temperature 
density of cooling water 
density of condensate 
surface tension of con
densate 
condensate retention angle, 
i.e., angle measured from 
the bottom of the tube to 
the position at which the 
condensate just fills the in-
terfin space 
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Fig. 2 Schematic details of test section (insert not shown) 

Apparatus 

Figure 1 shows a schematic of the test apparatus. The boiler 
and the steam piping were made of Pyrex glass, while the test 
section was made of stainless steel. The boiler was fitted with 
ten immersion heaters of 4 kW each. Steam was generated us
ing distilled water. The steam flowed vertically upward 
through the glass piping and then downward over the test 
tube. Excess steam was condensed in an auxiliary condenser 
and all the condensate flowed by gravity to the boiler. Poole 
[16] provides a detailed description of the test apparatus. 

Figure 2 shows a schematic of the test tube and the tube 
holders. The inner bushings of the tube holders were made of 
PTFE (polytetrafluoroethylene, or Teflon) and were shielded 
with stainless steel, while the outer sections were made of 
nylon. The exit side of the test tube was provided with a mix
ing chamber prior to temperature measurement. The Teflon 
and nylon sections provided adequate insulation, so that the 
coolant temperature rise would be affected negligibly by any 
unaccountable heat transfer. 

Tests were carried out both at near atmospheric pressure 
and under vacuum conditions (~ 11.3 kPa or ~ 85 mm Hg) 
for the following tubes: 

(a) Two instrumented smooth tubes (12.7 mm i.d. and 19 
mm o.d.). 

(b) One uninstrumented smooth tube (12.7 mm i.d. and 19 
mm o.d.). 

(c) Six uninstrumented finned tubes (12.7 mm i.d., 19 mm 
root diameter) with both fin height and fin thickness of 1.0 
mm each, but with fin spacings of 0.5, 1.0, 1.5, 2, 4, and 9 
mm. All finned tubes had rectangular-shaped fins. 

The condensing length of all the tubes was 0.133 m. No wall 
temperature measurements were made on finned tubes. The 
steam-side heat transfer coefficient was determined by sub
tracting the inside and wall resistances from the measured 
overall resistance. Therefore, it was first necessary to find a 
correlation to represent the water-side heat transfer coeffi
cient. For this purpose, two smooth tubes were manufactured 
with six equispaced wall thermocouples. These instrumented 
tubes had an internal geometry indentical to that of the finned 
tubes. 

The first tube was manufactured by machining six axial 
channels (1.0 mm wide x 1.5 mm deep) in the tube wall, 
equispaced 60 deg apart, and then soldering copper strips over 
the channels, leaving a sufficient cavity for thermocouple in
sertion. To obtain a clear, axial cavity, a 1.0-mm-dia 
aluminum wire was inserted into the cavity before soldering 
the strips. After the soldering process, the aluminum wire was 
easily pulled out from each channel and the tube wall surface 
was machined off to give a smooth finish. Figure 3(a) shows a 
schematic of this tube. 

The second tube was made in three short lengths which were 
soldered together. Prior to joining these three pieces, six 

Copillory Tubing-

Fig. 3 Schematics of instrumented tubes: (a) tube with machined chan
nels; (b) tube with drilled holes 

2.4-mm-dia thermocouple holes were drilled axially in each 
section; these holes were aligned during soldering to form 
longer axial holes using 2.4 mm o.d. x 1.0 mm i.d., copper 
capillary tubing running the entire length of the holes as 
shown in Fig. 3(b). Thermocouples were later inserted into this 
capillary tubing. 

In order to obtain more accurate steam-side coefficients and 
higher heat fluxes, a spiral tube insert was used on the water 
side with both the smooth and finned tubes. The insert was 
made by wrapping a 6.4-mm-dia, stainless-steel rod with a 
3.2-mm-dia, copper wire at a pitch of 20 mm. After wrapping, 
the wire was soldered onto the rod and then the wire was 
machined down to give a clearance of 0.5 mm between the 
outer wire diameter and the tube inside wall, except for a 
25-mm-long section on either end. (This clearance was con
sidered important to avoid heat conduction, while the two 
ends were snug inside the tube for proper centering). 

Instrumentation. Since the coolant temperature rise (which 
was from 0.5 to 9 K) was the most important measurement in 
this experiment, two independent means to measure it were 
used: two quartz-crystal thermometers and a ten-junction, 
series-connected, copper-constantan thermopile. Proper in
sulation and adequate immersion depths were provided for all 
probes. The quartz thermometers had a resolution of 0.0001 
K, but calibration measurements against a platinum-resistance 
thermometer yielded an accuracy to within ± 0.02 K (i.e., on 
absolute thermodynamic temperature). The thermopile and its 
voltmeter had a resolution of 0.003 K. During the experiment, 
the coolant temperature rise measured by the quartz ther
mometers and the thermopile agreed to within ± 0.03 K. 

Two thermocouples were located about 30 mm above the 
test tube to measure the steam temperature. A pressure tap 
was also provided about 50 mm above the test tube, and this 
line was connected to a mercury-in-glass manometer to 
measure the absolute pressure in the test condenser. The 
measured steam temperature, the saturation temperature cor-
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Fig. 4 Correlation of the water-side coefficient obtained from in
strumented smooth tube 

responding to the measured pressure, and the Gibbs-Dalton 
ideal-gas-mixture relations were used to compute the non-
condensing gas (assumed to be air) concentration of the steam. 
The computed air concentration was found to be within ±0.5 
mass percent (i.e., zero to within the accuracy of the 
measurements). 

The vapor mass flow rate and hence velocity were computed 
by applying an energy balance between the boiler inlet and test 
section. This included the estimated energy loss from the ap
paratus. Using a procedure similar to that of Lee at al. [17], 
the energy loss from the apparatus (i.e., the minimum boiler 
power necessary to maintain the vapor temperature) was 
found. This loss was found to be about 2 percent of the energy 
supplied to the boiler. 

The cooling water flow rate was measured using a carefully 
calibrated rotameter, which showed an accuracy within ± 1 
percent. The voltage (440 VAC max) supplied to the boiler 
heaters was measured precisely, using a true, root-mean-
square converter. The power input was computed from the 
known electrical resistance. 

Operational Problems. An apparatus free of noncondensing 
gases is imperative for taking meaningful and consistent con
densation data. To achieve this end, as discussed in [18], con
siderable time, effort, and persistence were needed in obtain
ing a negligible leak rate corresponding to a pressure rise of 
less than 2 mm Hg in 24 hr at the minimum operating pressure 
(—85 mm Hg). In addition, continuous purging was provided 
using a vacuum pump-cold trap arrangement to avoid any 
buildup of noncondensing gases within the apparatus. 

As discussed in detail in [18], extremely careful attention 
was needed to achieve complete filmwise condensation condi
tions on clean copper tubes. Systematic tests carried out with 
considerable attention toward ensuring a clean apparatus 
revealed that the procedure was inadequate in achieving com
plete filmwise conditions. Eventually, it was necessary to light
ly oxidize the copper tubes by heating them on a steam pot 
while frequently applying a mixture of sodium hydroxide and 
ethyl alcohol (equal parts by volume). Within about an hour, 
the tube surface turned a dark color, resulting in very high 
wetting characteristics and insignificant thermal resistance. 
Steam-side coefficients obtained with and without oxidation 
agreed to within 2 percent. 

Results 
Water-Side Coefficient. Using the spiral insert and the two 

instrumented tubes described above, two sets of data runs 
were made for each tube under vacuum (—85 mm Hg), in 

1.0 

0.9 

Doto bond of Fuiii ond Hondo 19 
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VB « 2 m/i 
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Fig. 5 Comparison of smooth-tube data with Fujii and Honda [19] 
correlation 

va <* 2 m/a 

P OL 85 mmHg 

0 .3 

q / ( M W / m Z ) 

Fig. 6 Variation of steam-side heat transfer coefficient with heat flux 
(vacuum runs) 

order to measure the water-side coefficient. Two more sets of 
data runs were made for the first tube under atmospheric 
pressure. Data were correlated using a Sieder-Tate-type 
equation 

Nu = CRe0-8 Pr1/3 (/*c/uw)°-14+fl (1) 
The constants C and B were obtained by least-square fitting, 

i.e., by minimizing the sum of the squares of residuals 
(calculated minus measured values) of Nu. 

The use of the constant B gave an improved fit of the data 
over the limited range of conditions (velocity, temperature, 
only one fluid) used in this work. The values of C and B for 
the above-mentioned four runs were determined to be C = 
0.064 ± 0.001 and B = 26.4 ± 5.6, and were used subse
quently to compute steam-side coefficients. Figure 4 compares 
the data with equation (1) using these mean values of C and B. 

In calculating the inside heat flux, allowance was made for 
the fact that the effective inside heated length exceeded the 
tube length on which condensation occurred (see Fig. 2); i.e., 
there is an "end-fin effect." It should be noted, however, that 
this effect is not critical for the calculation of the steam-side 
coefficients for the subsequently tested tubes, since the 
material, wall thickness, and end lengths in the PTFE 
bushings were the same as for the instrumented tube. 

Steam-Side Coefficient on Smooth Tube. To check the 
data-reduction procedures and the accuracy of the 
measurements, data were taken on the uninstrumented 
smooth tube and processed to determine the steam-side coeffi-
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Fig. 7 Variation of heat flux with steam-side temperature drop (at
mospheric runs) 

cient using equation (1) for the inside coefficient. The steam-
side data are compared in Fig. 5 with the correlation of Fujii 
and Honda [19] 

Nu s /Re1 / 2 = 0.96F1/5 (2) 

The present data are evidently in satisfactory agreement with 
those of Fujii and Honda. More recently, similar data (i.e., 
good agreement with equation (2) but less scatter than in [19]) 
have been obtained for condensation of steam on a horizontal 
plain tube [20]. 

Steam-Side Coefficient on Finned Tubes. Data were taken 
for the finned tubes both under vacuum (—85 mm Hg) and at 
atmospheric pressure with vapor velocities of 2 m/s and 1 
m/s, respectively. The computed steam-side coefficient was 
based on the smooth-tube outside area (i.e., the area if the fins 
were machined off)- Figure 6 shows the variation of the steam-
side heat transfer coefficient h0 with heat flux {q) for the 
vacuum runs. The solid lines shown in this figure are least-
square fits using a relation of the form (the broken lines are 
discussed below) 

q = a(Ts-fwo)» (3) 

While Nusselt theory results in an exponent b = 0.75, the 
exponents obtained for the finned tubes varied between 0.78 
and 0.86 with no systematic variation with fin spacing. The 
coefficient a is dependent on the condensate properties and the 
fin geometry. The best fin spacing appears to be 1.5 mm. 
Figure 7 shows similar results at atmospheric pressure with a 
vapor velocity of 1 m/s. 

Figure 8 shows cross plots of Figs. 6 and 7 to reveal the 
dependence of the steam-side coefficient on the fin spacing. 
The best tube gave an enhancement ratio Eq of around 5.2 at 
atmospheric pressure and around 3.6 at the lower pressure. 
Note that the area increase for these tubes (over the smooth 
tube value) due to fins is only around twofold. It is possible 
that the smaller enhancement found at lower pressure is 
associated primarily with an increase in condensate viscosity, 
although the change in surface tension may also play a part. 
(Note that \x.j (vacuum)/ft/(atmospheric) = 1.9, while o 
(vacuum)/ff(atmospheric) = 1.1.) 

It is worth mentioning that a series of finned tubes (with a 
fin height of 1.6 mm, a fin thickness of 0.5 mm and a root 
diameter of 12.7 mm) tested by Yau et al. [21] at atmospheric 
conditions resulted in a best fin spacing of 1.5 mm for steam 
condensation. For this tube, they found an enhancement ratio 
of 3.5, which is considerably smaller than the value of 5.2 
found in the present study. The fact that the enhancement 
found by Yau et al. is lower than the present value is most 
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Fig. 8 Cross plots of Fig. 6 and 7 showing best fin spacing 
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Fig. 9 Typical temperature distributions for instrumented tube (the 
lines are cosine fits) 

probably due to the difference in tube diameters, though the 
difference in fin thickness in the two cases may also play a 
part. 

Honda et al. [9] recommended that, for rectangular-shaped 
fins, the condensate retention angle i/< be computed from the 
relationship 

Equation (4) indicates that for the same fin spacing, a larger 
proportion of the surface is flooded for a smaller diameter 
tube. Thus, for a fin spacing of 1.5 mm and an outside fin 
diameter Df equal to 21 mm, as in the present work, the reten
tion angle is about 76 deg while for Df equal to 14.7 mm, as in 
Yau et al. [1, 21], \p is around 95 deg. 

Accuracy of Steam-Side Coefficients. With the experimen
tal techniques used in this work, the overall heat transfer coef
ficient was measured with an accuracy better than about 2 per
cent for finned tubes. It is not possible, unambiguously, to 
assign error estimates to the steam-side coefficient since these 
were obtained by subtracting water-side and wall resistances 
from the measured overall resistance—a procedure which is 
strictly valid only for uniform radial conduction. If the varia
tion in wall temperature is provisionally ignored and an error 
estimate, typical of that of the local wall temperature measure
ment, is assigned to the mean water-side temperature dif
ference, the estimated error in the steam-side coefficient 
would be around 4 percent at the highest coolant flow rate and 
around 20 percent at the lowest coolant flow rate. 
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Table 1 Comparison of heat transfer data with predictive models 

Fin spacing, 
mm 

0.5 
1.0 
1.5 
2.0 
4.0 
9.0 

0.5 
1.0 
1.5 
2.0 
4.0 
9.0 

r. deg 

180 
110 
84 
71 
49 
32 

h0/hEK 

Vacuum runs, q 
0.323 
0.619 

' 0.808 
0.797 
1.093 
1.275 

Atmospheric runs, 
180 
103 
79 
67 
46 
31 

0.475 
0.741 
0.993 
1.014 
1.312 
1.368 

'Predicted by equation (4) 

In the above context, it is of interest to note the effects of 
enhancing the water-side coefficient: 

1 In the absence of inside enhancement, the inside 
resistance is substantially greater than that on the condensing 
side. Thus, an error in the inside resistance results in a 
significantly larger error on the outside when the latter is ob
tained by subtracting the former (together with the wall 
resistance) from the measured overall resistance. 

2 Internal enhancement reduces the circumferential wall 
temperature variation (see Fig. 9). 

3 Internal enhancemnet increases the heat transfer rate for 
a given coolant velocity and thereby reduces the relative error 
in q. 

4 The spiral insert greatly reduces thermal entrance effects 
and corresponding uncertainties for the calculation of the 
steam-side coefficient (note that the tube wall temperatures 
are measured midway along the tube). 

5 Internal enhancement decreases "end-fin effects." 

Data Processing by "Modified Wilson Plot" Technique. 
The calculation of steam-side coefficients by subtracting 
resistances is strictly only valid for uniform radial conduction, 
i.e., when the isothermal surfaces are concentric cylinders. 
This is not so in the case of condensation since the steam-side 
coefficient varies around the tube owing to the dependence of 
the condensate film thickness on angle (graphs showing typical 
variation of local steam-side temperature difference with angle 
are given in Fig. 9). Further, the distortion of the isotherms in 
the tube wall and the thermal resistance caused by the presence 
of the wall thermocouples introduces additional uncertainty in 
the water-side coefficients found using the instrumented tube. 
It was therefore considered that a simpler method, not requir
ing tube wall temperature measurements, might give equally 
good results. This technique, if successful, would greatly 
facilitate future work with tubes (e.g., commercial tubes) hav
ing inside diameters different from the standard values used to 
date; i.e., it would not be necessary to manufacture further in
strumented tubes—a difficult, expensive, and time-consuming 
task. 

In outline, the method, which is a modified Wilson plot 
technique, is to select suitable functions, involving unknown 
"disposable" constants, to express the water- and steam-side 
temperature drops in terms of the relevant parameters. The 
constants are determined by summing the water-side, wall, 
and steam-side temperature differences and "fitting" to the 
observed overall temperature difference. (Note that this pro
cedure also invokes the uniform radial conduction 
approximation.) 

Ideally, the function used to express the steam-side 
temperature drop should incorporate the vapor velocity (e.g., 
an equation based on the theoretical result of Shekriladze and 

h0/hRW h0/h0 h„/hw 

= 0.25 MW/m2 

oo 
1.602 
1.520 
1.318 
1.497 
1.550 

q = 0.75 MW/m2 

OO 

1.744 
1.786 
1.627 
1.772 
1.653 

2.264 
1.247 
1.281 
1.139 
1.335 
1.415 

3.316 
1.402 
1.526 
1.419 
1.585 
1.509 

2.264 
0.978 
0.962 
0.852 
1.029 
1.033 

3.316 
1.103 
1.161 
1.076 
1.214 
1.073 

Gomelauri [22]). However, in view of the relatively low vapor 
velocities obtained in the present work, a Nusselt-type expres
sion was considered adequate as in [23], i.e., 

where a is a constant to be found. 
For the water side, a Sieder-Tate-type expression was 

adopted, i.e., 
Nu = /3Re°-8Pr1/3(/xc//xH,)014 (6) 

where (3 is a constant to be found. In view of the data obtained 
from the instrumented tube, it might have been better to have 
included a constant term in equation (6) (compare B in equa
tion (1)). However, by adopting the simpler expression (equa
tion (6)), and with equation (5), observational equations can 
be arranged to incorporate a and B linearly. This greatly 
simplifies the minimization procedure. 

Using an uninstrumented smooth tube with spiral insert, a 
total of four runs were made: two runs each under a vacuum 
and at atmospheric pressure. During these runs, the vapor 
velocity was held at 0.8 ± 0.1 m/s. These runs resulted in j8 = 
0.071 ± 0.001. The fact that these values are rather higher 
than the values of C which were obtained from the in
strumented tube data is, in part, due to the fact that the cons
tant term B was omitted in equation (6). The water-side coeffi
cients obtained using this modified Wilson Plot result deviated 
slightly from those obtained from the previous correlation at 
the lowest coolant velocity and by a maximum of around 8 
percent at the highest coolant velocity. 

Steam-side data, obtained using the modified Wilson Plot 
equation for the water side, were fitted by equation (3). The 
broken lines (provided for three of the data runs) shown in 
Figs. 6 and 7 are curve fits to these data. Note that, to avoid 
confusion, no data points are shown. The points and fitted 
lines were in as close agreement as for the case where equation 
(1) was used for the water side. 

In Fig. 8 comparisons are made of the enhancement ratio 
Eq. It may be seen that the steam-side enhancement based on 
coefficients obtained using the Wilson-Plot-derived water-side 
coefficients are somewhat smaller than those found with the 
directly measured water-side coefficients. The difference be
tween the two curves is, however, marginal, and probably less 
than the uncertainty arising from the approximation of 
uniform radial conduction inherent in both methods of 
calculation. Certainly, general observations on the perfor
mance of the tubes, and in particular with regard to the best 
fin spacing, are the same on either basis. 

Comparison of Steam-Side Measurements With Heat-
Transfer Models. As shown in Table 1, four heat transfer 
models were selected to compare with the experimental data 
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(based on solid curves in Figs. 6 and 7). This table lists the 
computed condensate retention angle 4> and the ratios of ex
perimental heat transfer coefficient to predicted values for the 
six finned tubes. As can be seen, the Beatty and Katz correla
tion (third column) highly overpredicts the data for the fully 
flooded tube (s = 0.5 mm). This is because their model 
neglects any condensate flooding. The extent of overpredic-
tion decreases with increasing fin spacing and for s > 4.0 mm, 
this model underpredicts the data. The Rudy and Webb [7] 
and Owen et al. [10] models (columns 4 and 5, respectively), 
which are extensions to the Beatty and Katz correlation, 
underpredict the experimental data for all six tubes. The 
predictions made by these three models appear to indicate the 
inadequacy of any heat transfer model that does not consider 
surface-tension-induced flow in the unflooded portion of the 
tube. On the other hand, the Webb et al. [14] model (column 
6) appears to predict the heat transfer data quite well for the 
finned tubes except for the fully flooded case (s = 0.5 mm). In 
order to use the Webb et al. model, it was necessary to assume 
a value for the variable f that defines the condensate profile on 
the fin surface. It is not practical to compute f for rectangular 
fins. Therefore, a value of - 0.95 was assumed based on 
similar values used by Webb et al. [14] for their trapezoidal 
fins. Also, in order to express the heat transfer in the flooded 
portion, one-dimensional conduction was assumed similar to 
that used by Owen et al. rather than two-dimensional conduc
tion as proposed by Webb et al. [14]. As can be seen, except 
for the fully flooded tube, the Webb et al. model predicts the 
experimental data, both vacuum and atmospheric, within 
about ± 20 percent. While the Webb et al. model appears to 
be very encouraging, more work is needed to predict more ac
curately heat transfer through the flooded region. On the 
other hand, the Webb et al. model appears to be quite satisfac
tory for practical finned tubes (for example, tubes with ^ < 
100 deg). 

Conclusions 
1 For condensation of steam on finned copper tubes with 

root diameter of 19 mm, and for a fin height and thickness of 
1 mm, maximum enhancement occurs at a fin spacing of 1.5 
mm. 

2 For the best fin spacing mentioned above, the steam-side 
coefficient is enhanced over the smooth-tube value by factors 
of around 5.2 and 3.6 at atmospheric and under vacuum con
ditions, respectively. 

3 The present data and general trends are consistent with 
recent results of Yau et al. [1, 21], who used a smaller diameter 
tube and a smaller fin thickness. 

4 All of the finned tubes showed heat transfer 
enhancements in excess of the area increase due to finning, im
plying that the thinning of the condensate film due to surface-
tension forces plays an important role in the enhancement 
process. 

5 The finned tube with the smallest fin spacing (0.5 mm ) 
gave a performance increase at least equal to the area increase 
due to finning despite the fact that the fins were almost all 
flooded with condensate. 

6 With appropriate functions for the inside and outside 
heat transfer coeffcients, and accurate smooth-tube data, the 
modified Wilson Plot technique appears to offer a simple, 
satisfactory method for obtaining an inside heat transfer coef
ficient correlation. 
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This section contains shorter technical papers. These shorter papers will be sub|ected to the same review process as that 
for full papers. 

Analysis of Natural Convection Flow of Micropolar 
Fluid About a Sphere With Blowing and Suction 

Fue-Sang Lien1, Cha'o-Kuang Chen2, and J. W. Cleaver3 

Nomenclature 
F(x) = dimensionless thermal function 

= (Tw-Ta)/(TW0-Ta)n; = 
_ <7,/9,,0(**) 

Grashof number: Gr, Gr 

J 
k 

Pr 

7 
V 
9 

\,B, A 
M-
v 

P 
a, a 

Gv = gp(TWo-Ta)Ryv\ 
Gr = gtofW0R*/M 
gravitational acceleration 
micro-inertia 
vortex viscosity 
Prandtl number 
thermal diffusivity 
coefficient of thermal expansion 
spin gradient viscosity 
pseudosimilarity variable 
dimensionless temperature 
dimensionless material parameter 
dynamic viscosity 
kinematic viscosity 
transformed axial coordinate 
density of fluid 

i = 

angular and 
angular velocity 
wall shear stress 
x/R, in deg 
stream function 

dimensionless 

Subscripts 

0 = stagnation point condition 

Introduction 
The problem of natural convection boundary layer flows of 

incompressible Newtonian fluids past a sphere has received 
considerable attention from many investigators [1, 2]. The 
boundary layer problem of external free convective flow from 
a sphere with various prescribed thermal condition on the sur
face has been considered by Chiang et al. [3]. By a series ex-
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pansion scheme, they obtained the local heat transfer results 
based on two major classes of surface thermal conditions: the 
prescribed surf ace-temperature distribution, and the pre
scribed surface-heat-flux distribution. Chen and Mucoglu 
have performed analyses to study the heat transfer 
characteristics of laminar mixed convection about isothermal 
and constant-heat-flux spheres [4, 5]. By employing an im
plicit finite difference scheme, the local Nusselt number was 
shown to decrease with an increasing angle from the stagna
tion point. 

Although the above investigations have been extensively 
carried out for the case of classical Newtonian fluids, there ex
ist relatively fewer works concerning non-Newtonian fluids 
with microstructures, such as polymeric additives, colloidal 
suspensions, and so on. The theory of fluids with microstruc
tures has been the subject of a large number of investigations. 
For an excellent review see Ariman et al. [6]. Jena and Mathur 
[7] studied the problem of free convection in the laminar 
boundary layer flow of a thermomicropolar fluid past a ver
tical flat plate with suction and injection. Ramachandran et al. 
have also studied the heat transfer effect in boundary layer 
flow of a micropolar fluid past a curved surface with suction 
and injection [8]. 

The present work has been undertaken in order to study the 
heat transfer characteristics of the natural convection flow of 
micropolar fluids from a sphere with various surface thermal 
conditions. Since no similarity solutions exist in this case, an 
efficient finite difference method from Cebeci and Bradshaw 
[9] is employed to solve the system of transformed equations. 

Analysis 
The curvilinear orthogonal coordinate system for this 

analysis, where the wall temperature, without loss of generali
ty, is assumed to be greater than the ambient temperature T„, 
is shown in Fig. 1. Let the coordinate x be measured along the 
surface of the sphere from the stagnation point, and y denote 
the normal distance from the surface. The surface is maintain
ed at an arbitrary temperature T„ (x) or heat flux qw (x). Sur
face blowing and suction are accounted for in the analysis. By 
employing the Boussinesq approximation, the conservation 
equations of the laminar boundary layer for the micropolar 
fluid can be written as 

Mass 

(1) 

Momentum 

du 

dx 
•+v 

dii 

dy 

d(ru) 

dx 

d(rv 

dy 

• = gP(T-Tm)sin 

•(•-f> 
d2u 

dy2 

u 

(x/R) 

k 

P 

da 

dy 
(2) 
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Fig. 1 Angular distributions of the local friction factor for an isother
mal surface with Pr = 7, A = 5, A = 5, and B = 0.1 

P l f l ' G r * 

Fig. 2 Angular distributions of the local friction factor for a constant-
heat-flux surface with Pr = 7, A = 5, A = 5, and B = 0.1 

Angular momentum 

da da k 
w — — 

dx ay pj 

da k / du \ 
0—-= r(2ff + ——) 

7 d2cr 

Energy 

dT dT d2T 
u ——+€ -^— = a —-T-

with boundary conditions 

« = 0, y = M * ) > T=T„(x) (*), cr= - 1 / 2 • 
3w 

1 ^ 

or -A:-— = ?„(•*)(**) 

(3) 

(4) 

aty = 0 

(5) 

as y— oo w = 0, 7 = 7 ^ , s = 0 

where the radial distance r(x) is given by 

r(x)=R sin (x/R) (6) 

* = for the prescribed surface-temperature case 
* * = for the prescribed surface-heat-flux case 
Equations (l)-(4) are first transformed into a dimensionless 
form by the following dimensionless variables 

x = x/R,y=yGru*/R, u = u/(^Gri/2, v=v/(^Grw\ 

or = ff/("^')Gr3/4(*) ( 7 ) 

y = yGll/5/R, u = u/(—)cir2/5, «/ = v/(-^Gr>/5, 

"=*/(ir)G~r3/5<"> 

(8) 

and 

e=(T-Ta)/(TWQ-T00)F(x) (*), 

d = k(T-T„)Gr1/5/RqW0F(x) (**) 

Then we introduce the pseudosimilarity variables £ and ij, the 
dimensionless stream function/(J, rj), and the dimensionless 
microrotation g(£, ?/) to transform the governing equations 
from the (x, y) coordinates to (£, vj) coordinates. 

i = ^F(x)dx,r}=yF(x)x/2 (9) 

M, n)=F{xy/2[i,(x,y)+-^r\
X

orvw(x)dx\/H (10) 

g(i,r})=a(x,y)/F(x)"2il (11) 

where the stream function \j/(x, y) satisfies the continuity 
equation (1) with 

1 3 1 3 , 
r-( 'V'), "= T - ^ ^ 

r dy r dx 

(12) 

Introducing equations (7)-(ll) into equations (2)-(4) gives 

(1 + A)/'" + / / " [1 + a, (x) - a 2 (x)] - / * « 3 (X) + as (x)0 

(13) 

Xg"+/g ' [ l + a 1 ( x ) - a 2 ( x ) ] - g ' a 3 ( x ) - [ l + a 2 ( x ) l f g 

- a 4 ( x ) [ 2 g + / " ] = ? ( / ' ^ - g ' ^ r ) 

Pr-{6"+fd'[l+al(x)-a2(x)]-e'(x)a3(x) 

f=f'=0,B=in,g=-l/2f' atr, = 0 

orO' = -F(x)-l/2(**) 

f'=0, g = 0, 0 = 0 as i j -oo 

where 

a , (x )=cos (x)£/[sin (x)F(x)] 

a1(x)=t^±/[2F(x)2} 
dx 

a3(x)=vw(x)F(x)-U2 

a4(x)=AB/F(x) 

a 5 (x )=s in (x)/§ 

A = k/n,\ = y/pji>, B^R2/jGr1/2(*) 

or B = R2/jGi2/5(.**) 

In the foregoing equations, the primes stand for partial 
derivatives with respect to ij. If a3 (x) = 0 and F(x) = 1, equa
tions (13)-(16) can be reduced to the case of uniform thermal 
conditions on the surface without blowing and suction. 

The physical quantities of primary interest are the 
temperature distribution, the local friction factor Cf, and the 

(14) 

(15) 

(16) 

(17«) 

(17*) 

(17c) 

(17d) 

(17e) 

(17/) 
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Fig. 3 Angular distributions of the local heat transfer rate for an 
isothermal surface with Pr = 7, A = 5, X = 5, and B = 0.1 

Fig. 4 Angular distributions of the local surface temperature for a 
constant-heat-flux surface with Pr = 7, 4 = 5, X = 5, and S = 0.1 

Table 1 Angular distributions of the local Nusselt number NuGr 1/4 for an isothermal sur
face without mass transfer; B = 0.1 

<t> A = 5 
X = 5 

0 0.3677 
30 0.3589 
60 0.3347 
90 0.2937 

Pr = 0.7 

A = 5 
X=13.5 

0.3632 
0.3545 
0.3307 
0.2907 

A=13.5 A = 5 
X=5 X=5 

0.3106 0.7157 
0.3031 0.6990 
0.2805 0.6501 
0.2435 0.5715 

Table 2 Angular distributions of the surface temperature 
for a constant-heat-flux surface without mass transfer; B = 0.1 

4> A = 5 
X = 5 

0 2.2203 
30 2.2507 
60 2.3437 
90 2.5158 

Pr = 0.7 

A = 5 
X=13.5 

2.2424 
2.2722 
2.3676 
2.5411 

A=13.5 A = 5 
X=5 X=5 

2.5184 1.3058 
2.5520 1.3228 
2.6650 1.3826 
2.8683 1.4872 

Pr = 7 

A = 5 
X=13.5 

0.7033 
0.6869 
0.6401 
0.5643 

A=13.5 
X = 5 

0.5967 
0.5831 
0.5398 
0.4717 

(T„-TJGr1/s/(qW{)R/k) 

Pr = 7 

A = 5 
X=13.5 

1.3234 
1.3409 
1.4008 
1.5046 

A=13.5 
X = 5 

1.5062 
1.5264 
1.5981 
1.7235 

local Nusselt number Nu. The last two quantities are defined, 
respectively, by 

Nu = hR/k (18) C / = T, Hi) 
From the definitions of the wall shear stress T„, = [(/X + £ ) 
du/dy + ko\y=0 and the local heat transfer coefficient 

-k(dT/dy)9=0 it h = qw/(Tw-Tor:), and Fourier's law qw = 
can be readily shown that 

CfGriH = iF(x)mf"^, 0)(1+0.5A)(*) 

CfGr1/s = £F(x)U2f" (£, 0)(1 +0.5A)(") 

NuGr" 1 / 4 = -F(x)W2d'(i, 0)(*) 

and 

(Tw-Ta)Gr1/5/(qWoR/k) = F(*)0(S, 0)(**) 

Results and Discussion 
Numerical results were obtained for the special cases of 

isothermal and constant-heat-flux surfaces with Prandtl 
numbers of 0.7 and 7 and various values of A and X. The mass 
transfer parameter v„ in the computations ranged from —0.8 
(suction) to 0.8 (blowing). 

(19) 

(20) 

(21) 

(22) 

Figures 1 and 2 illustrate the angular distributions of the 
local friction factor for both isothermal and constant-heat-
flux cases with A = 5, X = 5, 5 = 0.1, and Pr = 7 over a wide 
range of mass transfer parameter. An examination of Figs. 1 
and 2 reveals that the local friction factor increases with in
creasing blowing, but decreases with increasing suction. 

The angular distributions of the local Nusselt number 
NuGr~1/4 for the case of isothermal surface are shown in Fig. 
3 for Pr = 7. As shown in the figure, the local heat transfer rate 
increases as the mass transfer parameter increases for the case 
of suction, while the opposite trend is observed for the case of 
blowing. 

Figure 4 shows the angular distributions of the local surface 
temperature {Tw-TK)Grui /{qWoR/k) for the case of a 
constant-heat-flux surface with Pr = 7. From the figures, it 
will be seen that the local surface temperature increases with 
increasing blowing but decreases with increasing suction. 

To illustrate how the dimensionless material parameters A 
and X affect the local heat transfer rate and local surface 
temperature in the boundary layer of micropolar fluid, 
representative local Nusselt numbers and local surface 
temperatures along the angular positions of the sphere are 
shown in Tables 1 and 2 for v„ = 0. 
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Table 1 illustrates the angular distributions of NuGr~1/4 for 
isothermal surface with various values of A and X. From this 
table we find that the local Nusselt number decreases with in
creasing A and X, but increases with increasing Pr. 

The local surface temperature distributions for the 
constant-heat-flux surface case in Table 2 show that an in
crease in A and X or a decrease in Pr gives_rise to a large value 
of the local surface temperature (Tw — T00)Gr'/5/{gw R/k). 
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Natural Convection in a Hemispherical Bowl With a 
Free Surface 

O. O. Ajayi1 

Introduction 
There exists a class of physical and industrial situations 

where fluid motion is induced by a temperature gradient 
within a confined finite region having a free surface. In some 
of these instances, the region in which the fluid flow takes 
place may be approximated by a hemisphere. This is true to 
some extent, for example, in the cases of a welding pool and 
the molten pool of a burning candle. Motivated by the impor
tance of understanding such induced fluid motion, Ajayi [1] 
recently discussed the time development of the thermally in
duced fluid flow within a hemispherical bowl. In that study, it 
was necessary, on account of the complexity of the governing 
equations, to neglect the transport of heat by fluid motion in 
order to obtain an analytic solution. This approximation, of 
course, severely limits the range of applicability of the results. 

It is the aim of this paper to investigate the influence of the 
heat convection when a fluid contained in a hemispherical 
bowl is under a temperature gradient. The equations describ
ing this problem are very involved and they must be solved by 
numerical techniques. In the literature, the normal practice 
has been to approximate the derivatives in the governing equa
tions by a finite difference scheme, or to use finite element 
methods to tackle the problems. Rather than employ one of 
these standard procedures, a method is introduced whereby 
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the coupled partial differential equations governing the prob
lem are reduced to coupled ordinary differential equations for 
which analytic solutions are obtained. The numerical proc
ess involved in the analysis is consequently reduced to the 
evaluation of certain integrals. 

Formulation of the Problem and Its Solution 
A hemispherical bowl of radius a, filled with incompressible 

viscous fluid, is considered such that the plane boundary of 
the fluid is a free horizontal surface. The spherical coordinates 
(/•' ,6, <t>) are employed where the origin is located at the center 
of the hemisphere, with the 0 = 0 axis aligned along the axis of 
the bowl and directed into the fluid. Thus the free surface cor
responds to 6 = ir/2 and the fluid occupies the region 
0 < 6 < TT/2, r' <a. The free surface is maintained at a constant 
temperature T' = Ts while the curved surface of the 
hemisphere (/•' =a) is maintained at some prescribed 
azimuthally symmetric temperature 7" = 7S(1 +f(d)) which 
varies from point to point on the surface but is otherwise in
dependent of time. 

In the following analysis, the flow due to thermal expansion 
is neglected and the fluid within the bowl is regarded as a 
Boussinesq fluid with a velocity V' and a density p such that 

V V ' = 0 
P = p0[l-ftT'-T0)\ 

where /3 is the coefficient of thermal expansion, T' the 
temperature, and p0 the fluid density when 7" = T0. 

In addition, the thermally induced fluid velocity is supposed 
to be small enough for the Stokes approximation to be ap
plicable so that the governing equations are 

ffv2r = v-(rv) (i) 
t-Curl Curl CurlV' = - 0 V 7" x g (2) 

where a is the thermal diffusivity, v the kinematic viscosity, 
and g the gravitational acceleration. It is convenient to define 
the following dimensionless variables 

r' = ar 

V = ^ V 
a 

T' -TS = TST 

in terms of which the governing equations become 

V»V = 0 (3) 

V 2 7 = P r V - ( 7 V ) (4) 

Curl Curl Curl V = - Gr V Tx z (5) 

where Pr = v/a is the Prandtl number, Gr = (3ga3 Ts/v
2 the 

Grashof number, g the gravitational constant, and z is the unit 
vector along the 6 = 0 axis. 

It is clear from the above that the governing equations are 
coupled partial differential equations, and the solution of such 
a system of equations requires some considerable effort. In the 
literature, a normal practice would be to replace the 
derivatives in the equations by a finite difference scheme and 
solve the resulting algebraic equations numerically. Hence a 
different approach is introduced. First, the system of coupled 
partial differential equation is reduced to a system of coupled 
ordinary differential equations and then solved by semi-
analytic method. 

Since the velocity field V is symmetric about the 6 = 0 axis, it 
is convenient to use a stream function \j/ which automatically 
ensures that equation (3) is satisfied. Thus, in terms of the 
stream function \[/, one may write 

1 di/< 1 diA 
V = — ——, _ _ I - , 0 (6) 

r d/x rsm d dr 

where ft = cos 6. 
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Table 1 illustrates the angular distributions of NuGr~1/4 for 
isothermal surface with various values of A and X. From this 
table we find that the local Nusselt number decreases with in
creasing A and X, but increases with increasing Pr. 

The local surface temperature distributions for the 
constant-heat-flux surface case in Table 2 show that an in
crease in A and X or a decrease in Pr gives_rise to a large value 
of the local surface temperature (Tw — T00)Gr'/5/{gw R/k). 
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Free Surface 
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Introduction 
There exists a class of physical and industrial situations 

where fluid motion is induced by a temperature gradient 
within a confined finite region having a free surface. In some 
of these instances, the region in which the fluid flow takes 
place may be approximated by a hemisphere. This is true to 
some extent, for example, in the cases of a welding pool and 
the molten pool of a burning candle. Motivated by the impor
tance of understanding such induced fluid motion, Ajayi [1] 
recently discussed the time development of the thermally in
duced fluid flow within a hemispherical bowl. In that study, it 
was necessary, on account of the complexity of the governing 
equations, to neglect the transport of heat by fluid motion in 
order to obtain an analytic solution. This approximation, of 
course, severely limits the range of applicability of the results. 

It is the aim of this paper to investigate the influence of the 
heat convection when a fluid contained in a hemispherical 
bowl is under a temperature gradient. The equations describ
ing this problem are very involved and they must be solved by 
numerical techniques. In the literature, the normal practice 
has been to approximate the derivatives in the governing equa
tions by a finite difference scheme, or to use finite element 
methods to tackle the problems. Rather than employ one of 
these standard procedures, a method is introduced whereby 
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the coupled partial differential equations governing the prob
lem are reduced to coupled ordinary differential equations for 
which analytic solutions are obtained. The numerical proc
ess involved in the analysis is consequently reduced to the 
evaluation of certain integrals. 

Formulation of the Problem and Its Solution 
A hemispherical bowl of radius a, filled with incompressible 

viscous fluid, is considered such that the plane boundary of 
the fluid is a free horizontal surface. The spherical coordinates 
(/•' ,6, <t>) are employed where the origin is located at the center 
of the hemisphere, with the 0 = 0 axis aligned along the axis of 
the bowl and directed into the fluid. Thus the free surface cor
responds to 6 = ir/2 and the fluid occupies the region 
0 < 6 < TT/2, r' <a. The free surface is maintained at a constant 
temperature T' = Ts while the curved surface of the 
hemisphere (/•' =a) is maintained at some prescribed 
azimuthally symmetric temperature 7" = 7S(1 +f(d)) which 
varies from point to point on the surface but is otherwise in
dependent of time. 

In the following analysis, the flow due to thermal expansion 
is neglected and the fluid within the bowl is regarded as a 
Boussinesq fluid with a velocity V' and a density p such that 

V V ' = 0 
P = p0[l-ftT'-T0)\ 

where /3 is the coefficient of thermal expansion, T' the 
temperature, and p0 the fluid density when 7" = T0. 

In addition, the thermally induced fluid velocity is supposed 
to be small enough for the Stokes approximation to be ap
plicable so that the governing equations are 

ffv2r = v-(rv) (i) 
t-Curl Curl CurlV' = - 0 V 7" x g (2) 

where a is the thermal diffusivity, v the kinematic viscosity, 
and g the gravitational acceleration. It is convenient to define 
the following dimensionless variables 

r' = ar 

V = ^ V 
a 

T' -TS = TST 

in terms of which the governing equations become 

V»V = 0 (3) 

V 2 7 = P r V - ( 7 V ) (4) 

Curl Curl Curl V = - Gr V Tx z (5) 

where Pr = v/a is the Prandtl number, Gr = (3ga3 Ts/v
2 the 

Grashof number, g the gravitational constant, and z is the unit 
vector along the 6 = 0 axis. 

It is clear from the above that the governing equations are 
coupled partial differential equations, and the solution of such 
a system of equations requires some considerable effort. In the 
literature, a normal practice would be to replace the 
derivatives in the equations by a finite difference scheme and 
solve the resulting algebraic equations numerically. Hence a 
different approach is introduced. First, the system of coupled 
partial differential equation is reduced to a system of coupled 
ordinary differential equations and then solved by semi-
analytic method. 

Since the velocity field V is symmetric about the 6 = 0 axis, it 
is convenient to use a stream function \j/ which automatically 
ensures that equation (3) is satisfied. Thus, in terms of the 
stream function \[/, one may write 

1 di/< 1 diA 
V = — ——, _ _ I - , 0 (6) 

r d/x rsm d dr 

where ft = cos 6. 
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Solutions to equations (4) and (5) are then sought of the 
form 

T= - E ^QVto-M 

*= E W'Vto-lOO 

(7) 

(8) 

(An - 1 ) 

where 

B„ = 
(2«-l)S„ 1 

where 7„(tt) is related to the Legendre polynomial P„{/JL) by 

I„(ji)= lPn_2(ji)-P„(n)}/(2n-l). On substituting (7) and (8) 
into (4) and (5), making use of (6), and after some manipula
tions one obtains 

E4(V„/Gr) = F„(r) 

ePR„(r) , 2 dRn(r) 2n(2n- l)R„(r) 

r (4-2/2) p 
4(4/2-3) L (4/2-5) Jo 

y2"~lF„(y)dy 

dr2 

where 

dr 

£ 2 = i l + ( 1 -^ d2 

= snW 

(9) 

(10) 

Dn=8„-Bn 

and 

6.- l 

dr2 r2 dfx2 

Fn (r) = 2(«- 1)(2«- l)[{^-M + 2nR„(r)}/ 

(4«- 1) + [(2n-3^„_,(/•)-1- dR"df!
(r)}/(4n-5)], 

£ „ ( / • ) _ (2/2 + 1) 

Pr 

Oo oo 

A = 2 m=l 

Wk(T)Rm(.r)di{k, m, n)-\j/^r)Rm(r)d2{k, m, «)], 

tf, (A:, /w, ri) = j o P 2 t _ 2 (^)P2m _, Qi)P2„ _ i (n)dn 

and 

d2(k,m,ri)= t 
Jo 

iGO-
dP-2m- 1 w 

<5fyi ^ - l W ^ / i 

The above two integrals may be evaluated analytically (see 
Hobson [2]). 

Equations (9) and (10) are solved by an iterative process as 
follows: Assume, to start with, that initial approximations of 
the functions Rn(r) are known (in practice the infinite series in 
(7) and (8) must be terminated at some finite value of n, say 
N). These guessed values of R„(r) are then used in (9) to obtain 
values of the functions 4/n(r). These functions are inserted in 
equation (10) to obtain a better approximation to the func
tions R„(r). This iterative process is continued until con
vergence is achieved. Convergence was assumed when two suc
cessive iterations produced changes of less than 1 percent in 
both ip„(r) and R„(r) at all nodal points. 

The boundary conditions satisfied by the velocity field are 
that the velocity is zero on the bowl surface, is finite at the 
origin; and is purely tangential on the free surface. In addi
tion, it may be shown that since the function ^n-iO*) n a s a 

factor ( l - i t 2 ) i i for « > 2 , the condition that the tangential 
stress on the free surface be zero which requires d2\p/dn2 = 0 
when /̂  = 0, is automatically satisfied in view of equation (9). 
By employing the method of variation of parameters and on 
satisfying the rest of the boundary conditions one finds that 

Ml-_Br2n+l + nr2n~l 1 

Gr 2(4/2 + 3) 

r Jin - 1 p i 

( 4 « - l ) 

2(4n-3) L(4/2-5) U4/2-5) Jo' 
lFn(y)dy 

~\ly2n+1Fn(y)dy] 
(4/2-1) 

The determination of R„(r) follows the same pattern 
although it differs in some details. R„(r) is determined 
iteratively as follows: 

For given \j/„(r) one guesses initial approximations to R„(r), 
substitutes these in the right-hand side of (10) and solves the 
resulting equation for a new set of the functions R„(r). These 
new values are then used (in conjunction with the given \p„(r)) 
to obtain an improved set of R„(f). This process is carried on 
until convergence is achieved. If it assumed that S„(r) is 
known then one may show that the solution of (10) is 

R„(r)-
(4/2-1) 

—— \Enr
2"-' - r2'-' f x2-2"Sn(x)dx 

~^r\r^2n+isn(x)dx] (12) 

0-5 

Dimensionless d is tance 

Fig. 1 Dimensionless axial velocity l/axial against dimensionless 
distance along the 6 = 0 axis, measured from the origin 
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Fig. 2 Streamline patterns in half a meridian plane for the cases: (a) 
Pr = 0.72, (b) Pr=117, and (c) Pr=189; Gr = 150 in all cases and the 
numbers on the curves are values of 104^ 

where 

= ( 4 n - l ) e „ + ( x2n+1S„(x)dx 

In deriving equation (12), the boundary conditions 

(0 T= l,ii = 0 

(O) T=- Ee"p2n-dv)>r=1 

5-

Fig. 3 Values of 2ir<frm plotted against Gr for various values of Pr, 
where \pm is the maximum value of 104^ 

where satisfied, where the expression on the right-hand side of 
(13 if) is the Legendre expansion of/(#). 

The evaluations of the integrals involved in the above solu
tion were carried out using the trapezoidal rule with a step 
length of 0.05 for all cases. 

Results and Discussion 

Numerical results were obtained for values of Prandtl 
number Pr = 0.72, 117, 189 and Grashof number Gr, ranging 
from 0-150. 

The function f(d) was taken as 

w 
/(#) = 

900 
•[5P30t) + 4P5f»] 

(13) 

where w is a parameter such that the temperature of the 
deepest end of the bowl (/= 1, 0 = 0) differs from that of the 
free surface by w percent. In the computations, the value of 
w= 10 was chosen. 

The number of terms to be retained in the infinite series, in 
order to accurately evaluate the temperature and velocity 
fields, was resolved by considering the case Pr = 189, Gr = 
150. After some trial tests, it was decided to set iV=5. The 
deviation in both R„(r) and i/„(r) at all nodal points for this 
value of N differed from those obtained using N= 4 by less 
than 0.2 percent. In the iterative procedure previous values of 
both R„(r) and i/„(r) were replaced by new ones without any 
computational instability and even for the case Pr=189, 
Gr=150 only eight iterations were needed to achieve 
convergence. 

An examination of the present results shows that the predic
tion of the axial velocity (the radial velocity at 6 = 0) by neglec
ting the effect of the velocity on the temperature and vice versa 
leads to an overestimation of the velocity. This overprediction 
increases as Pr increases and is as much as 25 percent for the 
case P r= 189. These trends are illustrated in Fig. 1 where we 
have plotted the dimensionless axial velocity against the 
distance along the axis measured from the origin. An "a 
posteriori" calculation of the Reynolds number using the 
maximum axial velocity shows that for the case Pr=189, 
Gr= 150, the Reynolds number Re= Uma/v was about 0.03, 
where Um is the maximum axial velocity. Figure 2 shows a 
global view of the induced fluid motion. It is known from [1] 
that for the case of pure conduction the thermally induced 
fluid motion due to the present configuration occurs in the 
form of closed loops on either side of the axis of symmetry. 
When the effect of the fluid motion on the temperature 
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Fig. 4 Temperature distribution pattern in half a meridian plane for the 
case Pr = 189; the numbers on the curves are values of 100 times the 
dimensionless temperature, i.e., 100 (T~ TSITS) 

distribution and the effect of the temperature field on the fluid 
motion is accounted for, the picture of the flow pattern is 
qualitatively preserved. However, as may be seen from Fig. 2, 
the intensity of the flow field is significantly altered. In this 
connection, the quantity 2ir\l/m, which is a measure of the 
volume flow, where \j/m is the maximum value of \t, is of in
terest. It will be observed from Fig. 3, where the quantity 
2ir\l/m is plotted against Gr for various Pr, that the pure con
duction solution overpredicts the value of ipm when Pr is 
nonzero and that this overestimation increases with increasing 
value of Pr and is dependent also on the value of Gr. 

Figure 4 shows the temperature distribution for the case 
Pr = 189, Gr= 150. Near the deepest end of the bowl (r>0.9, 
O<0<2O deg) as well as in the region /->0.7, 20 deg<0<4O 
deg there is little difference between the temperature distribu
tion for the case of pure conduction and the situation in which 
the transport of heat by fluid motion is taken into considera
tion. This suggests that in these regions, the local heat transfer 
rates would be relatively independent of the Prandtl number, 
at least for low values of the Grashof number. In the other 
region, however, the temperature distribution is significantly 
affected by heat convection. 

The present solution method may be adapted for the solu
tion of the full Navier-Stokes equation. In that instance, R„(r) 
may still be determined as described in this paper and the fluid 
problem may be split into two parts 

El^ = 4> (14) 

I?<j>=f(<t>A) (15) 

Thus if <t> is assumed known, equation (14) may be solved for \p 
using the method of variation of parameters, with the 
unknown constants involved in this solution being determined 
by satisfying some of the conditions to be imposed on <j>. The 
remaining boundary conditions yield conditions to be imposed 
on \p, these latter conditions being in integral forms. Equation 
(15) may then be solved for </> (by an iterative process or other
wise), which may then be substituted in (14) to obtain an im
proved 4>. The iteration then can continue until convergence is 
achieved. 
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Introduction 
Natural convection flows in thermally stratified media have 

been studied both analytically and experimentally in view of 
the inherent practical importance arising in several heat rejec
tion and storage processes. The class of problems solved in 
this area pertains to the two-dimensional flow over a vertical 
surface and plane and axisymmetric flows in plumes and jets 
[1-5]. An excellent review of the work done so far on some of 
these problems has been presented by Jaluria [6], The present 
paper is intended to solve another problem related to a dif
ferent geometry, namely a rotating cone, in a stratified 
medium. 

Heat transfer from rotating surfaces is thoroughly reviewed 
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the transport of heat by fluid motion is taken into considera
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rates would be relatively independent of the Prandtl number, 
at least for low values of the Grashof number. In the other 
region, however, the temperature distribution is significantly 
affected by heat convection. 

The present solution method may be adapted for the solu
tion of the full Navier-Stokes equation. In that instance, R„(r) 
may still be determined as described in this paper and the fluid 
problem may be split into two parts 
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Thus if <t> is assumed known, equation (14) may be solved for \p 
using the method of variation of parameters, with the 
unknown constants involved in this solution being determined 
by satisfying some of the conditions to be imposed on <j>. The 
remaining boundary conditions yield conditions to be imposed 
on \p, these latter conditions being in integral forms. Equation 
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Introduction 
Natural convection flows in thermally stratified media have 

been studied both analytically and experimentally in view of 
the inherent practical importance arising in several heat rejec
tion and storage processes. The class of problems solved in 
this area pertains to the two-dimensional flow over a vertical 
surface and plane and axisymmetric flows in plumes and jets 
[1-5]. An excellent review of the work done so far on some of 
these problems has been presented by Jaluria [6], The present 
paper is intended to solve another problem related to a dif
ferent geometry, namely a rotating cone, in a stratified 
medium. 
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Fig. 1 Physical model 

by Kreith [7]. The importance of these studies is also indicated 
in detail in this article. In all the previous analyses reported 
thus far for this geometry, the ambient medium is assumed to 
be isothermal [7-12]. Hering and Grosh investigated the case 
of combined convection from a nonisothermal rotating cone 
for Pr = 0.7 [8]. They made use of a similarity transformation 
suggested by Tien [9]. An integral analysis of this problem was 
performed by Himasekhar and Sarma to obtain explicit ex
pressions for the estimation of heat transfer and moment coef
ficients [10]. Hartnett and Donald studied the effects of 
Prandtl numbers on heat transfer rates [11]. In a very recent 
paper, Himasekhar and Sarma considered the suction effects 
of friction factor and heat transfer coefficients [12]. 

The aim of the present paper is to obtain a similarity solu
tion for the problem of rotating cone in a stably stratified 
medium. The effects of various stratification levels for 
Prandtl number values of 0.7 and 6.7 corresponding to air and 
water at normal temperature are studied. 

Analysis 
The configuration of the rotating cone with the coordinate 

system is as shown in Fig. 1. We assume that the cone is 
rotated under steady-state conditions in nondissipative, 
constant-property medium except for the density variations in 
the buoyancy force term. Further we consider a linear varia
tion of the ambient medium temperature as this particular 
variation is the most frequently encountered case in practice 
[5]. 

The system of fundamental equations that model this flow 
is the same as those given in [8]. We employ the following 
similarity transformation proposed by Tien [9] 

u = xw sin aF(rj) (1) 

v = XOJ sin aG(t)) (2) 

w = (voisma)'AH(V) (3) 

(T-T^x) = {TWtX-T^x)d(ri) (4) 
where 

TI = (pis\nct/v)V2z (5) 

The conservation equations given in [8] in terms of these 
functions can be written as 

2F+H' =0 

F" -P + G2- HF' + (Gr/Re2)0 = 0 

G" -HG' - 2 F G = 0 

6" -Pr(FS + H6' +Fd) = 0 

(6) 

(7) 

(8) 

(9) 

Re = a) sin ax2/v, 

Gr = gcosafiiT^-T^Jxi/v2 

S = (T^L-T^cosa/KT^-T^fl) 

- ( r „ , L - r „ , 0 ) c o s a ] (9a) 

The above equations are subjected to the following bound
ary conditions: 

At7) = 0 ,F=(G-1 .0 )= / /= (6>-1 .0 ) = 0 (10a) 

Asi)-oo,F=G = d = 0 (10ft) 

The local heat transfer rates are calculated from the Fourier 
equation: „ „ 

q=-k-

(11) 

Cfy = Ty/—^-p (x COS a. a))2 

r> I fl\J w x 1 go x) 

az lz = o 

or in dimensionless form, it can be written as 

Nu/Re l / j =-0 ' (O) 
The local friction factor 

1 

"2 
is given by 

CA,Re'/V2 = G'(0) 

The dimensionless moment coefficient is obtained by 

Cm =M/—p(L cos au>)2rl 

where Mis the shaft torque required to overcome the shear of 
the rotating cone and is given by 

(12) 

(13) 

M = • i : rtylvrdx (14) 

where 

and r0 is the cone radius at the base where x = L. Equation (19) 
in terms of the nondimensional variables becomes 

CmRe' / ' ( s ina) /7r=-G'(0) (15) 

Solution Procedure 
In order to obtain the solution to equations (6)-(10), we first 

consider the perturbation expansion valid for small values of 
S. We assume power series in S for the unknown functions F, 
G, H and 0, introduce these expansions into the governing 
equations and collect the terms of the same order in S to derive 
equations of each order in S. The equations for higher order 
(>1) in S are subjected to the homogeneous boundary 
conditions. 

We consider only a two-term expansion and the local heat 
transfer and moment coefficients can be expressed in terms of 
zeroth-order and first-order solutions as 

Nu/Re'/2 = - [0,5(0) + 0,'(O)S] (16) 

CmRe'Asma/ir= -[Gi(0) + G;(0)S] (17) 

The solution to the zeroth-order equations is well documented 
in [8]. In our previous paper [10], using integral analysis for 
the same problem, we obtained the following equations for the 
local Nusselt numbers and moment coefficients 

Nu0/Re , /J = (12/175) ,/4Pr'/j [1 + (Gr/Re2) 

•(100/27Pr)'/j]'/< (18) 

CmoRe'/2sin a/ir= - (64/525)Vt [l + (Gr/Re2) 

•(l00/27Pr)'/!]'/4 (19) 

We solve numerically, using a finite-difference method, the 
set of equations for the first order in S. The finite-difference 
form of these equations leads to a system of simultaneous 
equations which are then solved by Gauss-Siedel technique 
[13]. Some of the details of the numerical scheme are given in 
[12]. 

However, the perturbation method described above is valid 

974/Vol. 108, NOVEMBER 1986 Transactions of the ASME 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Gr 

Re2 

0 
1 

10 
100 

Table 1 

Pr = 

-0'(O) 

0.1792 
0.1625 
0.2333 
0.4118 

Values of 

= 0.7 

G'(0) 

0.0 
0.0550 
0.1325 
0.2004 

- 0 ' ( O ) a n d G ' ( O ) 

Pr = 

-r(o> 
0.6250 
0.4375 
0.3583 
0.4875 

= 6.7 

G'(0) 

0.0 
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0.2086 
0.8102 

-e'(o>3-0 

-e'to) 

5.0 

4 .0 -

Fig. 2 Effect of stratification parameter on heat transfer rate for 
various values of Gr/Re2; the solid and dashed lines represent, respec
tively, the solution to the full equations and the perturbation solution 

for small values of S. To verify and establish the range of utili
ty of the two-term perturbation solution, we also solve the full 
equations (6)-(10). To this end, we again use the finite-
difference approach described before. 

Results and Discussion 
Velocity and Temperature Fields. To conserve space, we 

briefly describe the temperature and velocity fields without 
depicting them in the figures. 

From the present results, it is found that as S increases, the 
temperature profile steepens near the surface and attains in
creasingly negative values at large rj. A negative value of 
temperature in the outer region indicates a temperature defect 
in the flow. The magnitude of temperature defect is profound
ly influenced by the values of S and Pr. With increase in S, the 
magnitudes of the tangential and normal velocities are found 
to decrease due to decrease in buoyancy. Due to a substantial 
decrease in the mass flow of the ambient fluid into the 
boundary layer, the rotation is felt even by the fluid away 
from the surface. Consequently, the circumferential velocity 
decreases with an increase in S. The effect of stratification on 

Fig. 3 Variation of moment coefficients with stratification parameter 
for various values of Gr/Re2; the solid and dashed lines correspond, 
respectively, to the solution to the full equations and the perturbation 
solution 

the flow and on the temperature field is found to be relatively 
small for large values of Pr. Some of these trends are similar 
to those observed for a vertical plate [1-3]. 

Heat Transfer and Moment Coefficients. The results ob
tained by perturbation analysis are listed in Table 1. 

The effect of stratification on the local heat transfer coeffi
cients is depicted in Figs. 2(a) and 2(b) for Pr = 6.7 and 0.7, 
respectively. The dashed and solid lines correspond to the per
turbation solution and the solution to the full equations. 
Clearly, there is good agreement between these two solutions 
for S < 1. It is evident from these figures that an increase in S 
would lead to enhanced values of the local heat transfer coeffi
cients. The effect of stratification on the heat transfer coeffi
cients for the free convective case is more pronounced than in 
the case of forced convection. However, the influence of 
stratification on the heat transfer rate at any given location is 
to decrease its magnitude in view of the substantial decrease in 
the temperature potential existing between the wall and the 
local ambient medium. 

Figures 3(a) and 3(b) show the variation of the moment 
coefficients as a function of S for Pr = 6.7 and 0.7, respective
ly. The dashed lines indicate the perturbation solution and the 
solid lines represent the solution to the full equations. Again 
the agreement between these two solutions is good for values 
of S< 1. An increase in the stratification level monotonically 
decreases the moment coefficients and this can be attributed to 
a reduction in the circumferential velocity. 

Conclusions 
The present results can be employed in the estimation of 

heat transfer rates and the torque required for any specified 
values of rotation and stratification. For values of S< 1.0, one 
may use Table 1 along with equations (18) and (19), and for 
further values of S, Figs. 2 and 3 may be employed. 

Journal of Heat Transfer NOVEMBER 1986, Vol. 108/975 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Acknowledgments 
The help rendered by M. November is acknowledged. 

References 
1 Yang, K. T., Novotny, J. L., and Cheng, Y. S., " Laminar Convection 

From a Non-isothermal Plate Immersed in a Temperature Stratified Medium," 
International Journal of Heat and Mass Transfer, Vol. 15, 1972, pp. 1097-1109. 

2 Eichhorn, R., "Natural Convection in a Thermally Stratified Fluid," 
Progress in Heat and Mass Transfer, Vol. 2, 1969, pp. 41-53. 

3 Jaluria, Y., and Himasekhar, K., "Buoyancy-Induced Two-Dimensional 
Vertical Flows in a Thermally Stratified Environment," Journal of Computers 
and Fluids, Vol. 11, 1983, pp. 39-49. 

4 Turner, J. S., Buoyancy Effects in Fluids, Cambridge University Press, 
England, 1973. 

5 Himasekhar, K., and Jaluria, Y., "Laminar Buoyancy-Induced Axisym-
metric Free Boundary Flows in a Thermally Stratified Medium," International 
Journal of Heat and Mass Transfer, Vol. 25, 1982, pp. 213-221. 

6 Jaluria, Y., Natural Convection Heat and Mass Transfer, Pergamon 
Press, Oxford, 1980. 

7 Kreith, F., "Convective Heat Transfer in Rotating Systems," Advances in 
Heat Transfer, Vol. 5, 1968, pp. 129-251. 

8 Hering, R. G., and Grosh, R. J., "Laminar Combined Convection From 
a Rotating Cone," ASME JOURNAL OFF HEAT TRANSFER, Vol. 85, 1963, pp. 
29-34. 

9 Tien, C. L., "Heat Transfer by Laminar Flow From a Rotating Cone," 
ASME JOURNAL OF HEAT TRANSFER, Vol. 82, 1960, p. 252. 

10 Himasekhar, K., and Sarma, P. K., "Integral Analysis of Mixed Convec
tive Heat Transfer From a Rotating Cone," Reg. Journal of Energy, Heat, and 
Mass Transfer, Vol. 6, 1984, pp. 155-160. 

11 Hartnett, J. P., and Donald, E. C , "The Influence of Prandtl Number on 
the Heat Transfer From Rotating Non-isothermal Disks and Cones," ASME 
JOURNAL OF HEAT TRANSFER, Vol. 83, 1961, pp. 95-96. 

12 Himasekhar, K., and Sarma, P. K., "Effect of Suction on Heat Transfer 
Rates From a Rotating Cone," International Journal of Heat and Mass 
Transfer, Vol. 29, 1986, pp. 164-167. 

13 Carnahan, B., Luther, H. A., and Wilkes, J. O., Applied Numerical 
Methods, Wiley, New York, 1969. 

On Latent Heat Delay of Natural Convection 

H. Massah,1 D. Y. S. Lou,1-2 and A. Haji-Sheikh12 

Introduction 
The natural convection in a liquid mixture bounded by a 

solid wall heater and a solid/liquid interface exhibits peculiar 
characteristics that cannot be predicted by standard natural 
convection analysis. A typical mixture used in this study is 
P-116 paraffin wax. It is shown that the natural convection in 
a paraffin wax layer enclosed in a cylindrical annulus begins at 
Rayleigh numbers higher than those expected from a single-
component fluid. The cause of this peculiar behavior is at
tributed to two factors. First, the latent heat of fusion in a 
mixture is released over a rather large temperature range [1]. 
The second cause is that the liquid kinematic viscosity in
creases from v = 4 X 10 - 6 m2 /s at 50°C to v > 15 X 10"6 

m2/s at the solidification temperature [1]. The high viscosity 
at the interface delays the onset of natural convection until the 
buoyancy force is large enough to overcome this viscous force. 
Once the motion begins, the hot buoyant layer will leave the 
vicinity of the heater wall, proceed toward the interface, and 
be replaced by a colder fluid. Much of the heat transferred 
from the wall will be stored as latent heat in the liquid layer 
resulting in a considerably larger heating period than that for a 
single-component fluid. In addition, the warm layer that so
journed toward the interface must release the latent heat of fu
sion that is gained from the hot wall. As long as this 
heating/cooling process is slow, the buoyancy force is reduced 
to a level that cannot maintain the convective motion against a 
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large frictional force. This may give rise to a pulsating motion 
not observed in a single-component fluid. 

If the mass of the recirculating liquid during one cycle is m 
and the portion of the latent heat in the liquid phase is C, 
when conduction dominates, one can write 

mCL + mcp[Th0Um - rcold.av] = UA (T, - T,„ )At 

where Thot av and Tcoldav are the average temperatures in the 
ascending and descending layers of the convecting fluid. The 
assumption of conduction-dominated heat transfer results in 

^ hot.av — * cold.av = V * i ~ J m ) '*• 

Then 

C/Ste+1/2 =Fo 

where Ste = cp(Tt - Tm)/L, and a, cp, L, Th U, A, and Tm 

are thermal diffusivity, specific heat, conductance, area, wall, 
and fusion temperatures. If liquid is between two parallel 
plates a distance b apart, then Fo = aAt/b2. For other 
geometries, Fo can be defined accordingly. The first term on 
the left-hand side accounts for the latent heat and the second 
term for sensible heat. When At is longer than the time re
quired for a simple convective layer to complete one cycle, the 
fluid layer will pulsate. As the temperature of the heater wall 
increases, there will be an increase in the Stefan number and a 
decrease in the value of C, hence the heating period will 
decrease. This latent heat effect is responsible for a lower heat 
tranfser rate, especially when the heater surface area is small 
in comparison with that of the interface. A reduced heat 
transfer rate from a vertical cylinder [2] has recently been 
reported. 

The calorimetric results for P-116 paraffin wax [1] indicate 
that the latent heat of fusion is released upon cooling from 
60°C to below 20°C. Over 60 percent of the heat of fusion is 
released in the liquid phase and the remaining portion is 
released in the solid phase. Although P-116 paraffin wax can 
be classified as a nearly amorphus substance, the heat released 
in the solid phase causes some crystal modification which, in 
turn, results in a significant variation of thermal conductivity 
with temperature. With currently available temperature-
dependent thermal conductivity data [1], it is now possible to 
predict temperature distribution in both the liquid and solid 
phases with a fair degree of accuracy. This information is 
essential in order to have an accurate asymptotic reference 
value to ascertain when conduction-dominated heat transfer 
ceases and convection begins. 

Description of Apparatus 

The test apparatus consists of a concentric copper annulus, 
a constant-temperature bath, and a low-speed wind tunnel. 
The concentric annulus is 305 mm long, the inside radius r, = 
4.8 mm and the outside radius r0 = 12.7 mm. In order to 
release excess pressure, caused by the volumetric expansion of 
the medium, two risers are implemented.* Both risers are 
necessary in order to facilitate filling of the annulus and subse
quent replenishment of wax following excessive mass loss. Hot 
water enters the inner tube at one end and leaves from the 
other end. The thermal storage medium consists of P-116 
paraffin wax with 0.05 percent by volume AMOCO 150 cop
per deactivator added to retard any catalytic effect of copper 
on the hot wax. This device is instrumented with seven copper-
constantan thermocouples, three in the wax, one on the inner 
wall, one on the outer wall, one at the inlet port of the inner 
tube, and a differential thermocouple. The differential ther
mocouple detects any drop in the temperature of hot water 
between the inlet and outlet ports. In all the cases studied, this 
temperature difference is negligibly small. The thermocouples 
in the wax are placed on nylon supports and staggered in the 
vertical direction (Fig. 1) to minimize the disruption of the 
melting front caused by the probes. To preclude edge effects, 
only the middle third of this annulus is instrumented. The an-
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On Latent Heat Delay of Natural Convection 

H. Massah,1 D. Y. S. Lou,1-2 and A. Haji-Sheikh12 

Introduction 
The natural convection in a liquid mixture bounded by a 

solid wall heater and a solid/liquid interface exhibits peculiar 
characteristics that cannot be predicted by standard natural 
convection analysis. A typical mixture used in this study is 
P-116 paraffin wax. It is shown that the natural convection in 
a paraffin wax layer enclosed in a cylindrical annulus begins at 
Rayleigh numbers higher than those expected from a single-
component fluid. The cause of this peculiar behavior is at
tributed to two factors. First, the latent heat of fusion in a 
mixture is released over a rather large temperature range [1]. 
The second cause is that the liquid kinematic viscosity in
creases from v = 4 X 10 - 6 m2 /s at 50°C to v > 15 X 10"6 

m2/s at the solidification temperature [1]. The high viscosity 
at the interface delays the onset of natural convection until the 
buoyancy force is large enough to overcome this viscous force. 
Once the motion begins, the hot buoyant layer will leave the 
vicinity of the heater wall, proceed toward the interface, and 
be replaced by a colder fluid. Much of the heat transferred 
from the wall will be stored as latent heat in the liquid layer 
resulting in a considerably larger heating period than that for a 
single-component fluid. In addition, the warm layer that so
journed toward the interface must release the latent heat of fu
sion that is gained from the hot wall. As long as this 
heating/cooling process is slow, the buoyancy force is reduced 
to a level that cannot maintain the convective motion against a 
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large frictional force. This may give rise to a pulsating motion 
not observed in a single-component fluid. 

If the mass of the recirculating liquid during one cycle is m 
and the portion of the latent heat in the liquid phase is C, 
when conduction dominates, one can write 

mCL + mcp[Th0Um - rcold.av] = UA (T, - T,„ )At 

where Thot av and Tcoldav are the average temperatures in the 
ascending and descending layers of the convecting fluid. The 
assumption of conduction-dominated heat transfer results in 

^ hot.av — * cold.av = V * i ~ J m ) '*• 

Then 

C/Ste+1/2 =Fo 

where Ste = cp(Tt - Tm)/L, and a, cp, L, Th U, A, and Tm 

are thermal diffusivity, specific heat, conductance, area, wall, 
and fusion temperatures. If liquid is between two parallel 
plates a distance b apart, then Fo = aAt/b2. For other 
geometries, Fo can be defined accordingly. The first term on 
the left-hand side accounts for the latent heat and the second 
term for sensible heat. When At is longer than the time re
quired for a simple convective layer to complete one cycle, the 
fluid layer will pulsate. As the temperature of the heater wall 
increases, there will be an increase in the Stefan number and a 
decrease in the value of C, hence the heating period will 
decrease. This latent heat effect is responsible for a lower heat 
tranfser rate, especially when the heater surface area is small 
in comparison with that of the interface. A reduced heat 
transfer rate from a vertical cylinder [2] has recently been 
reported. 

The calorimetric results for P-116 paraffin wax [1] indicate 
that the latent heat of fusion is released upon cooling from 
60°C to below 20°C. Over 60 percent of the heat of fusion is 
released in the liquid phase and the remaining portion is 
released in the solid phase. Although P-116 paraffin wax can 
be classified as a nearly amorphus substance, the heat released 
in the solid phase causes some crystal modification which, in 
turn, results in a significant variation of thermal conductivity 
with temperature. With currently available temperature-
dependent thermal conductivity data [1], it is now possible to 
predict temperature distribution in both the liquid and solid 
phases with a fair degree of accuracy. This information is 
essential in order to have an accurate asymptotic reference 
value to ascertain when conduction-dominated heat transfer 
ceases and convection begins. 

Description of Apparatus 

The test apparatus consists of a concentric copper annulus, 
a constant-temperature bath, and a low-speed wind tunnel. 
The concentric annulus is 305 mm long, the inside radius r, = 
4.8 mm and the outside radius r0 = 12.7 mm. In order to 
release excess pressure, caused by the volumetric expansion of 
the medium, two risers are implemented.* Both risers are 
necessary in order to facilitate filling of the annulus and subse
quent replenishment of wax following excessive mass loss. Hot 
water enters the inner tube at one end and leaves from the 
other end. The thermal storage medium consists of P-116 
paraffin wax with 0.05 percent by volume AMOCO 150 cop
per deactivator added to retard any catalytic effect of copper 
on the hot wax. This device is instrumented with seven copper-
constantan thermocouples, three in the wax, one on the inner 
wall, one on the outer wall, one at the inlet port of the inner 
tube, and a differential thermocouple. The differential ther
mocouple detects any drop in the temperature of hot water 
between the inlet and outlet ports. In all the cases studied, this 
temperature difference is negligibly small. The thermocouples 
in the wax are placed on nylon supports and staggered in the 
vertical direction (Fig. 1) to minimize the disruption of the 
melting front caused by the probes. To preclude edge effects, 
only the middle third of this annulus is instrumented. The an-

976/Vol. 108, NOVEMBER 1986 Transactions of the ASME 
Copyright © 1986 by ASME

  Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



RISER 

Fig. 1 Test section assembly 

nulus device is then placed in a low-speed wind tunnel with a 
30.5 cm by 30.5 cm cross section. Since the thermal conduc
tivity ratio of copper to paraffin exceeds 2000, the use of a 
wind tunnel instead of a constant temperature bath results in a 
more uniform temperature distribution than if water was in
troduced in one port and extracted from another. The thermal 
energy is supplied by recirculating hot water from a constant 
temperature bath through the inner cylinder. All the ex
perimental data are monitored by an HP data acquisition 
system. The temperature data are automatically recorded on a 
magnetic cassette and later used for data reduction. 

Results 

Four representative sets of data are presented in Fig. 2. The 
first set shows the temperature traces, solid lines, recorded 
when the melt zone is small. The second set (Fig. 2b) shows the 
response of thermocouples under the influence of the 
pulsating liquid. This type of pulsation appears when the 
Rayleigh number is larger than 20,000, signalling the start of 
instability. The periodic temperatures were observed in tests 
lasting for 3 hr. Because the viscosity variation across the 
liquid layer is great, the appearance of this instability is 
somewhat later than the onset of instability reported for high 
Prandtl number liquids with lesser variation in viscosity [3]. 
The period of oscillation of the thermocouples in Fig. 2(b) is 
nearly 20 min. A similar value can be deduced from equation 
(1) when C ~ 0.6. Figure 2(c) indicates the beginning of an 
established convective layer at a Rayleigh number of 252,000, 
much higher than expected. Even at such a high Rayleigh 
number, the output of thermocouples shows some convective 
pulsation effect at earlier time. The rapid temperature jump in 
Fig. 2(d) signals that a convective layer is fully established. 
The fusion temperature T,„ and the instantaneous temperature 
at the inner wall T: and the outer wall T0 constitute the 
necessary boundary conditions to solve the standard steady-
state conduction equation in cylindrical coordinates [4]. The 
dashed lines in the figure are computed temperature traces in 
the solid phase. The thermal conductivity in the liquid phase is 
assumed to have a constant value at mean liquid temperature. 
As stated earlier, it is necessary to use temperature-dependent 
thermal conductivity in the solid phase. 

The mean location of the interface is experimentally deter-

Fig. 2 Temperature traces of the probes and the computed location of 
interface 
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Fig. 3 Ratio of the experimental-to-analytical melt layer thickness 

mined from the logarithmic interpolation of the recorded 
temperature data. Also, the location of the interface is com
puted assuming steady-state conduction. The ratio of the 
measured location of the interface r,„ to its computed value 
rmo is presented in Fig 3. Accordingly, the increase in the 
amount of liquid produced due to natural convection (Fig. 3) 
at Rayleigh numbers higher than 250,000 is no larger than the 
experimental error. The deviation of the experimental data 
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from unity (Fig. 3) at lower Rayleigh numbers is small. The 
Rayleigh number is calculated from the relation Ra = pg(3 (Tt 

~ Tm) (rm — r,)3/fta where /3, LI, p, and g are thermal expan
sion coefficient, viscosity, density, and gravitational accelera
tion. Other variables are defined elsewhere in this technical 
brief. The properties for calculation of the Rayleigh number 
Ra and the Stefan number Ste are based on the mean liquid 
temperature. 

Conclusion 

The latent heat of fusion in the liquid phase retards the con-
vective motion, thereby decreasing the heat transfer rate. In 
this geometry, an apparent pulsating flow precedes an 
established convective flow. Even when the natural convection 
is fully established the latent heat effect has a tendency to 
reduce the heat flux. This problem can be remedied by increas
ing the surface area of the heater, e.g., via fins [2], The next 
observation during this study is that the computation of 
steady-state conduction within the range where there is crystal 
modification should include temperature-dependent thermal 
conductivity. 

In the analytical calculations, it is assumed, during the tran
sient period, that the entire heat of fusion will be liberated at 
the interface. Inasmuch as the steady-state solution is the focal 
point of interest, the aforementioned assumption has no in
fluence on the presented results. However, if the dashed lines 
in Fig. 2(d) are viewed as a quasi-steady solution, there is a 
general lack of disagreement with experimental data before 
the steady-state condition sets in. This is expected because the 
solid phase absorbs heat during crystal modification and the 
latent heat is not included in the steady-state calculations. This 
amplifies the fact that the standard transient solutions for 
non-heat generating liquids and solids result in erroneous in
formation if used to predict the temperature in materials of 
the type used in this study. 
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Three Mechanisms of Convective Enhancement in Sta
tionary Disk Systems 

S. Mochizuki1 and Wen-Jei Yeng2 

Nomenclature 
DH = hydraulic diameter of radial passage 

= 25, m 
d = disk diameter, m; du inner; d2, 

outer 

d,„ = midpoint of test core = (d{ + d2)/4 
f = Fanning friction factor = 

APfDH/(2puf„L) 
h = heat transfer coefficient, W/m2»K 
j = Colburn heat transfer factor = 

Nu/(RePr l /3) 
k — thermal conductivity, W/(m»K) 
L = length of radial passage = (d2 -

c?,)/2, m 
Nu = Nusselt number = hDH/k 

APf = total pressure drop within test core, 
Pa 

Pr = Prandti number 
Re = Reynolds number = um DH/v; Rec, 

critical value for onset of "second" 
laminar flow enhancement; Re,, 
critical value for onset of transition-
turbulent flow enhancement 

Rer = Reynolds number at inlet = M, rt/v 
r = radial distance from disk center, m; 

ru at inlet; r2, at exit 
s = disk spacing, m 
u = radial flow velocity, m/s; H, , at in

let; u,„, mean value at midpoint of 
test core (dx + d2)/4 
2(r - r{)/s 
L dm/DH* 
fluid density, kg/m3 

kinematic viscosity, m2/s 

X 
X* 

P 

v 

Subscripts 
1 = inlet to test core 
2 = outlet from test core 

m = mean value 
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There are various kinds of rotating mechanical devices that 
are associated with heat and mass transfer. Turbomachinery, 
rotating-disk contactors, and rotating heat exchangers are just 
a few examples. In order to understand the basic 
characteristics of the flow and transport phenomena inside 
these units, rotating disk systems have been used as the 
models. As revealed in comprehensive reviews [2-4], the 
literature pertinent to rotating disk systems deals mainly with 
the performance. Little effort has been directed toward the 
understanding of the mechanisms of convective transport 
enhancement due to the complexity introduced by the com
bination of surface rotation and radial diverging flow. As a 
first step, the mechanism of performance enhancement in 
parallel disk systems should be studied in the absence of sur
face rotation. Reference [1] has provided some clues to the 
answer, while the present work is to complete the whole task. 

Recently, theory and flow visualization have revealed the 
periodic generation of vortices in the radial flow between sta
tionary parallel circular disks with a steady influx [5]. Those 
vortices are formed alternately on both channel walls and 
migrate downstream along the walls, causing oscillations in 
the bulk flow. When the flow rate is reduced, the formation of 
vortices ceases and the flow takes a laminar pattern. The heat 
transfer and frictional loss performance in the stationary disk 
systems were theoretically and experimentally investigated in 
[6] and [1], respectively. In the latter study [1], a minor 
enhancement over the Poiseuille flow case (assumed to prevail 
throughout the entire radial flow field) was realized in the low 
laminar flow regime. When the flow rate exceeded a critical 
value, flow oscillations occurred, which became intensified 
with a further increase in the fluid flow. When the Reynolds 
number reached another critical value, the vortex-induced 
oscillating flow was grossly amplified, resulting in a flow tran-
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from unity (Fig. 3) at lower Rayleigh numbers is small. The 
Rayleigh number is calculated from the relation Ra = pg(3 (Tt 

~ Tm) (rm — r,)3/fta where /3, LI, p, and g are thermal expan
sion coefficient, viscosity, density, and gravitational accelera
tion. Other variables are defined elsewhere in this technical 
brief. The properties for calculation of the Rayleigh number 
Ra and the Stefan number Ste are based on the mean liquid 
temperature. 

Conclusion 

The latent heat of fusion in the liquid phase retards the con-
vective motion, thereby decreasing the heat transfer rate. In 
this geometry, an apparent pulsating flow precedes an 
established convective flow. Even when the natural convection 
is fully established the latent heat effect has a tendency to 
reduce the heat flux. This problem can be remedied by increas
ing the surface area of the heater, e.g., via fins [2], The next 
observation during this study is that the computation of 
steady-state conduction within the range where there is crystal 
modification should include temperature-dependent thermal 
conductivity. 

In the analytical calculations, it is assumed, during the tran
sient period, that the entire heat of fusion will be liberated at 
the interface. Inasmuch as the steady-state solution is the focal 
point of interest, the aforementioned assumption has no in
fluence on the presented results. However, if the dashed lines 
in Fig. 2(d) are viewed as a quasi-steady solution, there is a 
general lack of disagreement with experimental data before 
the steady-state condition sets in. This is expected because the 
solid phase absorbs heat during crystal modification and the 
latent heat is not included in the steady-state calculations. This 
amplifies the fact that the standard transient solutions for 
non-heat generating liquids and solids result in erroneous in
formation if used to predict the temperature in materials of 
the type used in this study. 
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Three Mechanisms of Convective Enhancement in Sta
tionary Disk Systems 

S. Mochizuki1 and Wen-Jei Yeng2 

Nomenclature 
DH = hydraulic diameter of radial passage 

= 25, m 
d = disk diameter, m; du inner; d2, 

outer 

d,„ = midpoint of test core = (d{ + d2)/4 
f = Fanning friction factor = 

APfDH/(2puf„L) 
h = heat transfer coefficient, W/m2»K 
j = Colburn heat transfer factor = 

Nu/(RePr l /3) 
k — thermal conductivity, W/(m»K) 
L = length of radial passage = (d2 -

c?,)/2, m 
Nu = Nusselt number = hDH/k 

APf = total pressure drop within test core, 
Pa 

Pr = Prandti number 
Re = Reynolds number = um DH/v; Rec, 

critical value for onset of "second" 
laminar flow enhancement; Re,, 
critical value for onset of transition-
turbulent flow enhancement 

Rer = Reynolds number at inlet = M, rt/v 
r = radial distance from disk center, m; 

ru at inlet; r2, at exit 
s = disk spacing, m 
u = radial flow velocity, m/s; H, , at in

let; u,„, mean value at midpoint of 
test core (dx + d2)/4 
2(r - r{)/s 
L dm/DH* 
fluid density, kg/m3 

kinematic viscosity, m2/s 

X 
X* 

P 

v 

Subscripts 
1 = inlet to test core 
2 = outlet from test core 

m = mean value 
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There are various kinds of rotating mechanical devices that 
are associated with heat and mass transfer. Turbomachinery, 
rotating-disk contactors, and rotating heat exchangers are just 
a few examples. In order to understand the basic 
characteristics of the flow and transport phenomena inside 
these units, rotating disk systems have been used as the 
models. As revealed in comprehensive reviews [2-4], the 
literature pertinent to rotating disk systems deals mainly with 
the performance. Little effort has been directed toward the 
understanding of the mechanisms of convective transport 
enhancement due to the complexity introduced by the com
bination of surface rotation and radial diverging flow. As a 
first step, the mechanism of performance enhancement in 
parallel disk systems should be studied in the absence of sur
face rotation. Reference [1] has provided some clues to the 
answer, while the present work is to complete the whole task. 

Recently, theory and flow visualization have revealed the 
periodic generation of vortices in the radial flow between sta
tionary parallel circular disks with a steady influx [5]. Those 
vortices are formed alternately on both channel walls and 
migrate downstream along the walls, causing oscillations in 
the bulk flow. When the flow rate is reduced, the formation of 
vortices ceases and the flow takes a laminar pattern. The heat 
transfer and frictional loss performance in the stationary disk 
systems were theoretically and experimentally investigated in 
[6] and [1], respectively. In the latter study [1], a minor 
enhancement over the Poiseuille flow case (assumed to prevail 
throughout the entire radial flow field) was realized in the low 
laminar flow regime. When the flow rate exceeded a critical 
value, flow oscillations occurred, which became intensified 
with a further increase in the fluid flow. When the Reynolds 
number reached another critical value, the vortex-induced 
oscillating flow was grossly amplified, resulting in a flow tran-
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Fig. 2 Three performance enhancements in stationary disk core with 
d2'di = 2.16 and s/d1 = 0.0156 

sition into a turbulent manner. This observation leads to a 
theory that there exist three mechanisms of performance 
enhancement in the stationary disk system. It is desirable to 
verify the theory. 

The present work has two major goals: (f) to identify the 
three types of performance enhancement using the results 
available in [1], and (if) to disclose the flow mechanisms that 
cause such enhancement, using flow visualization techniques. 
The critical Reynolds numbers for the transition between the 
enhancements are determined. 

Results and Discussion 
The heat transfer system consisted of multiple disks with 

openings in the center, as shown in Fig. 1. Each disk was made 
of aluminum 0.5 mm thick with 160-mm i.d. (d^ and a 
variable o.d. (d2). The disk spacing 5 was varied at 1.5, 2.5, 
and 3.5 mm, combining with four variations in d2, namely 
240, 280, 310, and 345 mm. A total of 12 cores were tested in 
various flow regimes. The heat transfer and friction loss per
formance were obtained in terms of the Colburn factor J and 
the Fanning friction factor/, respectively [1]. The Reynolds 
number is defined on the basis of the hydraulic diameter DH 

of the flow channels in the core as 

Re = umDH/v 

Here, um is the air velocity at the midpoint (dx + d2)/4 of the 
test core. 

The test results are correlated in terms of / a n d j versus Re. 
In the interest of brevity, only one set of representative results 

for the test core with d2/d[ = 2.16 and s/dx = 0.0156 is 
shown in Fig. 2.3 A second abscissa for the Reynolds number 
Rer used in the other literature is superimposed for conve
nience. The top broken line represents theoretical prediction 
of the friction factor for fully developed laminar flow 
throughout the core. The other broken lines are theoretical 
results for heat transfer performance for two special velocity 
patterns (limiting cases), uniform profile, and parabolic pro
file, under the thermal boundary condition of constant surface 
temperature. It is disclosed in [5] that the dominating flow 
pattern in the radial flow passage can be classified into three 
regimes I, II, and III, according to the magnitude of Reynolds 
number, as shown in Fig. 3. Laminar flow prevails in regime I, 
both laminar and periodic flows are evident in regime II, and 
laminar, periodic, and turbulent flows in sequence are all 
present in regime III. In a similar fashion, the test data fory 
and / can be fitted by three line segments representing the 
three flow regimes, as shown in Fig. 2. Each segment covers a 
range of the Reynolds numbers and thus is characterized by a 
distinct flow pattern to cause different performance enhance
ment. The intersection of two consecutive segments signifies a 
critical Reynolds number for the onset of a new mechanism 
for the performance enhancement in the subsequent flow 
regime. There are two critical Reynolds numbers, namely Rec, 
between flow regimes I and II, and Re, between flow regimes 
II and III. 

In regime I, for Re less than Rec, the flow in the radial 
passage is laminar from the entrance to the exit. The velocity 
profile deviates from the limiting case of Poiseuille shape due 
to two special features of the radial flow [6]: 

(0 the radius effect which is induced mainly from the in
crease of flow area, and 

(if) the viscous effect which causes pressure to decrease. 

This results in an increase of / and j over the Poiseuille flow, 
referred to as the laminar flow enhancement. When the flow 
velocity reaches Rec, separating annular bubbles (i.e., vor
tices) are generated periodically and alternately (between two 
channel walls) at a location in the radial channel [5]. These 
bubbles migrate downstream along the wall surfaces to form a 
vortex street. The flow downstream from the separation point 
(where the bubbles are nucleated) becomes pulsating. Since the 
flow is at a limit-cycle state, the oscillating flow thus induced 
becomes self-sustained [5]. The performance curves in Fig. 2 
change their slope and exhibit an enhancement from those in 
regime I. This characteristic is termed the "second" laminar 
flow enhancement, which is credited to the self-sustained flow 
oscillations induced by the vortex streets. 

The critical Reynolds number Re, marks the transition from 
laminar to turbulent flow. When the flow reaches Re,, the 
vortex-induced oscillating flow becomes over-amplified and 
develops into a laminar-turbulent transition. A strong mixing 
motion takes place in the fluid stream, resulting in a further 
enhancement in the transport performance. In this flow 
regime III, it is called the transition-turbulent flow 
enhancement. 

Figure 3 is a flow map schematically illustrating the change 
of flow patterns in the radial passage as functions of the 
Reynolds number. A reverse transition may occur in the radial 
passage of parallel circular disks with large outer radius r2. 
The present study is limited to the disk assemblies with 
moderate r2. 

The critical Reynolds numbers, Rec. and Re,, as determined 
in Fig. 2 for each test core, are plotted in terms of the dimen-
sionless geometric parameter of the test cores X* = L dm/D2

H. 
The results are presented in Fig. 4. L denotes the length of the 
radial passage, i.e., L = (d2 - d{)/2. It is seen that the 
critical Reynolds numbers fall drastically with an increase in 
X*, but gradually level off at a high value of X*. 

Other results are available in [1]. 
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Finite-difference solutions of the unsteady vorticity 
transport equation for the disk system [5] predict the nuclea-
tion, growth, migration, and decay of vortices alternately on 
both sides of the radial channel walls. Flow visualization by 
hydrogen bubble generation was performed on the radial flow 
of water between parallel circular disks with a steady influx 
from the disk center [5]. One representative result is shown in 
Fig. 5 for s/dy of 0.078. The dimensionless radial distance X 
in the figure is defined as {r — rx)/(s/2). In case (a), for the 
lower Re flow, the flow remains laminar throughout the radial 
passage. As Re is increased to or beyond a critical value Rec in 
case (b), flow separation takes place alternately from both 
walls at the same radial location, as marked by an arrow. 
Downstream from the separation point, the free shear layer 
becomes curled up and stretched for a considerable distance. 
The double vortices generated periodically and alternately on 
both walls form a vortex street. As Re is increased to or 
beyond Re,, as in case (c), the flow oscillation develop into 
turbulent flow. The existence of three distinct flow 
mechanisms is thus confirmed theoretically as well as .ex
perimentally. The velocity variations measured by hot-wire 
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Fig. 5 Flow patterns between stationary parallel disks with s/d< = 
0.078 and Re, = 3550, 5160, and 7480 

probes for air flow through two stationary parallel disks con
firmed that the flow (i.e., vortex formation) is rotationally 
symmetric in nature [5]. 

Conclusions 
Three types of augmentation in the heat transfer and fric

tion loss performance are confirmed: the laminar flow 
enhancement due to inertia effects, the "second" laminar 
flow enhancement caused by the self-sustained vortex-induced 
oscillating flow, and the transition-turbulent flow enhance
ment due to mixing motion. Figure 5 determines the critical 
Reynolds numbers for the onset of flow oscillations and 
laminar-turbulent flow transition. 
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Mass Transfer From Coaxial Cylinders With Stepwise 
Changes in Diameter 

N. W. M. Ko1 and P. F. Y. Wong2 

Nomenclature 

d, D = diameters of small and large 
cylinders, respectively 

Dj = mass diffusion coefficient for 
naphthalene vapor in air 

j D = j factor for mass transfer = 
(A:c/L0Sc0-56 

j D = j factor for a two-dimensional 
cylinder 

kc = mass transfer coefficient bas
ed on concentration driving 
force 

m = mass flux of diffusing species 
M = molecular weight of diffusing 

species 
p° = vapor pressure of diffusing 

species 
r2 = correlation coefficient 
R = universal gas constant 

Re = Reynolds number = UD/v 
Sc = Schmidt number = v/Df 

T = absolute temperature 
U = mean exit velocity 
v = kinematic viscosity of air 

Introduction 
The formation of vortex wakes behind cylindrical structures 

constitutes one of the sources of severe excitation causing 
wind-induced vibration, the consequence of which is damage 
to, or failure of, stacks, bridges, cooling towers, and 
buildings. Such structures, especially tall buildings, generally 
have spanwise variations in diameter or changes in cross sec
tion, thus resulting in three-dimensional flow situations and in 
different coupling characteristics between the flow and the 
structure in question. 

The flow across and downstream of coaxial cylinders with 
varying or stepwise changes of diameter has thus been in
vestigated so that a better understanding of the complicated 
flow field could be obtained [1-5]. Because of the change in 
diameter or the discontinuity, three dimensionality was found 
in both the flow over cylinder surfaces and the flow behind the 
cylinders. The vortex wakes of the two cylinders and the flow 
characteristics such as the drag coefficient, the pressure coeffi
cients, and the derived pressure coefficients were also different 
from those of two-dimensional cylinder. Further, the flow 
depended on the diameter ratio d/D of the cylinders. 

The performance of heat transfer effectiveness of heat ex
changers depends on the flow characteristics of the fluid flow
ing across the cylindrical tube surfaces of the exchanger. In
vestigations on flow fields associated with coaxial cylinders 
with varying or stepwise changes in diameter have indicated 
that the flow might be favorable for conditions of enhanced 
heat transfer and hence improved heat exchanger design. With 
the analogy between heat and mass transfer in mind, the ob
ject of this preliminary investigation was an attempt to obtain 
an understanding of the gas phase mass transfer coefficients 
of the cylinders with stepwise changes in diameter. The coeffi
cients on the large circular cylinder near the discontinuity were 
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NAPHTHALENE 
COATING DISCONTINUITY 

Fig. 2 Schematic diagram of coaxial cylinders 

determined and are reported. Based on naphthalene sublima
tion, the effect of the three-dimensional flow and of varying 
diameter ratio of the cylinders on mass transfer will be 
assessed. 

Experimental Apparatus and Measurement Technique 
The experimental apparatus is shown diagrammatically in 

Fig. 1. The configuration of the cylinders is shown in Fig. 2. 
Tests on six coaxial cylinders of diameter ratio d/D from 0.25 
to 0.88 were carried out. The diameter of the large cylinder D 
was fixed at 12.7 mm while the diameter of the small cylinder 
d varied. A two-dimensional cylinder and a finite cylinder of 
12.7 mm diameter were also tested. Naphthalene was applied 
only to the large cylinder. The coating had a spanwise length 
of 1.5 D and extended from the plane of discontinuity. The 
naphthalene coating was machined to the exact diameter 
before it was mounted at the exit of a circular tube of 76 mm 
diameter. Turbulent flow with its uniform mean velocity pro
file was achieved at the exit. The gas flow was obtained from a 
central compressed air supply, and after flowing through the 
conduit in the laboratory and the apparatus, the gas reaching 
the cylinders was essentially at ambient temperature and thus 
the temperature of the cylinders. This was confirmed by 
measuring the air temperature just upstream of the cylinders. 
The plane of discontinuity of the coaxial cylinders coincided 
with the axis of the tube. The range of mean velocities U inside 
the tube varied from 4 to 20 m/s. The Reynolds number Refl 

varied from about 3 x 103 to 1.5 X 104 and was within the 
subcritical regime of cylindrical flow. 

During testing the coaxial cylinders were rotated by an elec
trical motor at 1 rpm. This ensured that geometric symmetry 
was retained during each run while not significantly affecting 
the mass transfer rate. The initial and final weight of 
naphthalene at the end of 30 min sublimation were measured 
by an electronic balance. 

The mass transfer presented represents the overall value of 
the large cylinder over the 1.5 D spanwise length from the 
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Table 1 Values of A and B for equation (3) 

d/D 

1 

0 .88 

0 .75 

0.63 

0 .5 

0.38 

0.25 

0 

A 

0 .352 

0.448 

0.296 

1.413 

0 .752 

0.757 

0.759 

0 .815 

B 

- 0 . 4 8 6 

- 0 . 5 2 7 

- 0 . 4 8 3 

- 0 . 5 8 0 

- 0 . 5 3 9 

- 0 . 5 5 4 

- 0 . 5 3 6 

- 0 . 5 4 2 

r 2 

0.98 

0 .97 

0 .94 

0 .97 

0.98 

0 .97 

0.92 

0 .95 
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discontinuity. In this preliminary study no attempt was made 
to measure the local mass transfer. 

Results 
Assuming equilibrium conditions at the interface, the par

tial pressure at the cylinder surface is given by the vapor 
pressure of the naphthalene, which was determined in mm Hg 
from the correlations [6] for temperatures 7°C to 20°C 

log p° =11.597-3783/7" (1) 

and for temperatures between 20 °C and 70 °C 

logJp° = 11.626-3785/r (2) 

The temperature of the air stream was used for determining 
both the vapor pressure and the diffusion coefficient of 
naphthalene. According to Sogin [7], at the temperatures in
volved, the temperature difference between the air stream and 
the cylinders should be less than 0.1 °C and no significant error 
is introduced by considering cylinder and air temperatures 
equal. 

Assuming that the naphthalene vapor behaves as an ideal 
gas, the interfacial mass concentration is given by RT/Mp°, 
wherep° is in appropriate units. 

Further assuming that the naphthalene concentration in the 
air stream is zero, the mass transfer coefficient based on con
centration driving forces becomes 

* , = -
mRT 

Mp° 
(3) 

where the mass flux m is determined from the weight loss of 
the cylinders. They'D factor for mass transfer defined by 

y f l = ( A ) S c « (4) 

is frequently used to correlate mass transfer experimental data 
and is a function of the Reynolds number [8]. 

The results for mass transfer in the two-dimensional 
cylinder are shown in Fig. 3 and are well correlated by 

jD= 0.352 Re^0 (5) 

The results for mass transfer of coaxial cylinders of dif
ferent diameter ratio and of finite cylinder are also shown in 
Fig. 3. They are also well correlated by an equation of the 
form 

jD=ARef, (6) 

The values of A and B and the correlation coefficients for all 
sets of runs are given in Table 1, and good correlation of the 
results is shown. The results shown in Fig. 3 indicate thaty'D of 
the coaxial cylinder is higher than that of the two-dimensional 
for d/D < 0.75 and smaller for 0.75 < d/D < 1. 

iff' 

3.0 

2.0 

d/D 

0.875 

Ri «0 
Fig. 3 Mass transfer of coaxial cylinders 
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By presenting the mass transfer in the ratio jD/jD , the 
results of different coaxial cylinders and of the finite cylinder 
are only slightly dependent on Reynolds number ReD (Fig. 4). 
Since the slopes of the ratios are nearly the same, jD/jD is 
mainly a function of the diameter ratio d/D (Fig. 5). It varies 
from a maximum ratio of about 1.8 at d/D = 0.625 to a 
minimum of 0.86 at d/D = 0.8. This means that enhancement 
of mass transfer of the coaxial cylinders at d/D < 0.7 and 
suppression at 0.75 < d/D < 1 are found. 
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A General Correlation for Natural Convection in 
Liquid-Saturated Beds of Spheres 

D. J. Close1 

Nomenclature 
A, = surface area per unit volume in packed bed, 

a0-a5 

C0 
•K 

p 

f = 

H = 
hc = 

J = 
k = 

kj = 

K = 
k* = 

k'r = 

L = 

Nu = 
Nu* = 
Nu* = 

to packing, 

2 /m 3 

constants in equation (10) 
Kozeney-Carman constant 
specific heat of fluid, J»kg~' 
sphere diameter, m 
number of degrees of freedom 
gravitational acceleration, m»s~2 

height of packing, m 
heat transfer coefficient, fluid 
W - m ^ . K - ' 
Colburn number 
(QH/LAT) = effective conductivity of convecting 
porous medium, W«m_ 1 -K"1 

conductivity of fluid, W 'm~ '»K" ' 
conductivity of packing material, W-m 
conductivity of stagnant porous 
W - m - ' ^ K - 1 

" f lu id" conductivity of porous 
W - m - ' - K " 1 

" so l id" conductivity of porous 
W . m - ' . K 1 

convection cell dimension in horizontal direction, 
m 
/!crf/J/^y = Nusselt number 
k/k* = Nusselt number for porous medium 
Nusselt number defined in equation (11) 

- i . K - i 

medium, 

medium, 

medium, 
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pt-p4 = 
Pr = 

n = 
Qx-Q, = 

Q = 

Ra7 = 
Ra* = 
Ra* = 

Ra?, = 
Rep = 

s = 
T = 

Tf = 
Ts = 
Ti = 
T2 = 
Tf = 
T = 

U = 

u' = 
V = 

w — 
w' = 

X = 

x' = 
Xi = 

XJ = 
z = 

z' = 
0 = 
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Introduction 
A well-established model for natural convection in porous 

media (for example in [1]) is based on the set of equations 
derived from conservation of energy and momentum 

'c*C 
' d2T 

, dx2 

M 

d2T-

az2 > 

bu 

)=PCp(u-
dT 

dx 
-+W -

dT 

dz • 
(1) 

dz 

dT u dw 
•gf3p— + -

dx dx 
= 0 (2) 

Two important assumptions are (/) the bed material and ad
jacent fluid are equal in temperature, and (if) an effective bed 
conductivity k*, that measured under stagnant conditions, can 
be used. The validity of this model is well established near the 
critical Rayleigh number, by the data of Katto and Matsuoka 
[2] for a porous bed bounded by two isothermal and horizon
tal planes. 

Recently, Somerton [3] has argued that the neglect of the in-
ertial terms in the momentum equation is the prime deficiency 
in the model. It will be shown later that his results can equally 
well be used to support the contention that (/) and (if) above 
are the critical assumptions. Prasad et al. [4] modify equations 
(1) and (2) by postulating an effective bed conductivity under 
convecting conditions. This procedure is quite successful in 
recorrelating their own and other data but unfortunately a 
fundamental mechanism for the effective conductivity is not 
presented. 

When vigorous convection occurs the model clearly has 
serious flaws, as shown by the analyses of Combarnous and 
Bones [1], and later Chan and Banerjee [5]. The former 
postulated a finite and constant heat transfer coefficient be-
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By presenting the mass transfer in the ratio jD/jD , the 
results of different coaxial cylinders and of the finite cylinder 
are only slightly dependent on Reynolds number ReD (Fig. 4). 
Since the slopes of the ratios are nearly the same, jD/jD is 
mainly a function of the diameter ratio d/D (Fig. 5). It varies 
from a maximum ratio of about 1.8 at d/D = 0.625 to a 
minimum of 0.86 at d/D = 0.8. This means that enhancement 
of mass transfer of the coaxial cylinders at d/D < 0.7 and 
suppression at 0.75 < d/D < 1 are found. 
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Introduction 
A well-established model for natural convection in porous 

media (for example in [1]) is based on the set of equations 
derived from conservation of energy and momentum 
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Two important assumptions are (/) the bed material and ad
jacent fluid are equal in temperature, and (if) an effective bed 
conductivity k*, that measured under stagnant conditions, can 
be used. The validity of this model is well established near the 
critical Rayleigh number, by the data of Katto and Matsuoka 
[2] for a porous bed bounded by two isothermal and horizon
tal planes. 

Recently, Somerton [3] has argued that the neglect of the in-
ertial terms in the momentum equation is the prime deficiency 
in the model. It will be shown later that his results can equally 
well be used to support the contention that (/) and (if) above 
are the critical assumptions. Prasad et al. [4] modify equations 
(1) and (2) by postulating an effective bed conductivity under 
convecting conditions. This procedure is quite successful in 
recorrelating their own and other data but unfortunately a 
fundamental mechanism for the effective conductivity is not 
presented. 

When vigorous convection occurs the model clearly has 
serious flaws, as shown by the analyses of Combarnous and 
Bones [1], and later Chan and Banerjee [5]. The former 
postulated a finite and constant heat transfer coefficient be-
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tween fluid and solid, and individual thermal conductivities 
assigned to the fluid and solid. Numerical solutions for the 
resulting equations showed significant effects due to both the 
heat transfer coefficient and to the ratio of "fluid" and 
"solid" thermal conductivities. Chan and Banerjee have im
proved the model by relating the local Colburn number, 
describing fluid to packing heat transfer coefficient, to the 
local Reynolds number via a relation of the formj = A Re*. 
They also introduce effective solid and fluid conductivities but 
no description of how to obtain these is given. Comparisons 
between calculations made by them and some Nu* versus Ra* 
measurements by Combarnous [6] show good agreement. In 
this paper, parameters derived from equations which include a 
fluid to solid heat transfer mechanism and a more complete 
description of the bed conduction are derived. A parametric 
equation is then fitted to data from Combarnous [6], Buretta 
[7], and Schneider [8]. 

Derivation of Parameters 
From the equations in Combarnous and Bories [1], and for 

steady state, energy conservation yields 

'd2 TS a2r, 
dx2 dzj 

6(1 - e ) 

/d2Ts d2Ts\ 
hcAuu(Tf-Ts) + k*(-^ + -^-)=0 (3) 

dTf dTf /d2Tf d2Tr\ 

(4) 

Introducing a stream function \p into (2) and nondimen-
sionalizing it and (3) and (4) yields dimensionless parameters 

H 

p _ c uv p 
* 3 - , „ ^ 4 

llA.n.H2 

,P2CP K 

ATH 
KJ ' ii k} 

Conductivities k* and kj can be estimated using the model 
of Yagi and Kunii [9]. Using their relationships and also cor
relations in Yagi et al. [10], for liquid-filled beds 

k* a ( l - e ) 
- = e + - (5) 

> + 7~ 

The factors a, 4>, and y are respectively a geometry factor, a 
description of the effective thickness of the liquid film, and an 
effective thickness of the solid. 

From (5) 

k* = kf* + ks*, with kf* = ekf and k* = 
a ( l - e ) 

7 

The appearance of kf in ks * is due to the model proposing a 
fluid film between particles. Yagi and Kunii argue that the 
resistance of this film is unaffected by fluid flow, and conse
quently the model described above can be used for nonstag-
nant conditions. Dispersion is normally assumed a function of 
Rep, a parameter which will appear elsewhere. Otherwise a 
and 7 are normally taken as constants and <j> = <j>(ks/kj). 

A well-established relation for heat transfer in packed beds 
is Nu = Nu(Rep, Pr) [11]. For beds of spheres, it is also well 
established (see for example [12]) that when the Darcy equa
tion applies 

(7) 
( l - e ) 2 C 0 

where C0 is the Kozeney-Carman constant. Also 

(8) 

With the local velocity, v = V(w2 + w2) and using v/e in Rep, 
rather than v 

„ , d„ kf [ ,. / H\*in 

Then P{ -P4 can be modified to give a new parameter set 
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The redefined Rayleigh number could be defined in terms of 
H3 rather than dp, by combining with Q2. The independent 
variable is customarily Nu* =k/k*. While there may be some 
argument for using k* or kj in the definition of Nu*, using k* 
ensures that Nu* is 1 for Ra^ less than critical. 

Correlation of Data 
A correlating equation of the form 

Nu* 

Nu? 

/ kf \ "2 / H \ "3 / e \ "4 
—oRa/.(-^) ( ^ ) C ^ ) P^ (10) 

has been assumed. The parameter H/L has been neglected on 
the grounds that for the experiments used, the horizontal 
dimensions of the test cells were relatively large in comparison 
with the height. 

Data from Combarnous [6], Buretta [7], and Schneider [8] 
were chosen since sufficient other properties were given by 
them. In some cases, particularly the conductivities of steel 
and glass, inferences had to be made from other sources, and 
when the bed packing was not uniform in diameter, the mean 
diameter was chosen. From the data of Schneider, there was 
some indication that for H/dp below 8, additional effects are 
introduced. All experiments at these low values were excluded. 

The power integral method for these boundary conditions 
and geometry and with Ts = Tj yields (see, for example, [1]) 

s / Ra* \ 
N u f = l + i ; 2 ( l — - ^ • ) , a n d R a ; p , = 4 ( « r ) 2 , s = l , 2 , . . . 

i v R a ' (11) 
The unknowns in equation (10) above, a0-as, were deter

mined from a least-squares analysis of the experimental data. 
Owing to the variable number of points recorded in each ex
periment, four points, chosen to cover the experimental range, 
were used except in CI 4 and SI where only three points were 

(6) recorded. In all cases, values of kf, Pr, Cp, and /* corre
sponding to the experimental point were used. 

Results 
• From the least-squares fit 

Nu* 
= 1.572 x l 0 " 2 x Ra--

Nu*. f 
( If \ U.Z, 

/ H \ °-446 / e \ °"6
 n. 

(12) 

Graphs showing the comparison between equation (12) and 
the data (Fig. 1) indicate very good agreement with the excep
tion of those cases where the Nusselt number is above 10 (par
ticularly 53), and for C l l . In the case of C l l , Combarnous 
quotes the largest discrepancy of all his runs between dk* 
determined by two separate methods. Hence some doubt exists 
as to the validity of the data. 

The residual standard deviation defined as 
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was calculated for all measured points and found to be 6.44, 
mainly due to the points above Nu* of 10 and in particular by 
experiment 53 . ar with points from 53 deleted is 1.11, and for 
all points below Nu* of 10, is 0.424. The latter value supports 
the very good agreement observed in the figures. 

One obvious possibility for departures above Nu* of 10 
alluded to by Somerton [3] and Prasad et al. [4] is that the 
pressure gradients within the bed are inadequately described 
by the Darcy equation. Reconciliation between the Darcy and 
the well-known Ergun equation is only possible at very low 
values of Re^, and hence of Ra*. Since no new parameters are 
introduced if the complete form of the Ergun equation is used 

an alternative approach would be to perform a separate cor
relation for data points above what Prasad et al. refer to as the 
branching points. That is above values of Ra* or Ra7 where 
the Darcy equation appears to break down. More data are re
quired to carry out such a correlation. 

Conclusions 
The satisfactory agreement between the data and the cor

relating function for Nu*<10 supports the mechanistic 
description of the processes in packed beds with natural con
vection, presented by Chan and Banerjee and in this paper. In
adequacies for higher values of Nu* and the corresponding 
values of Ray can be qualitatively explained by deficiencies in 
the Darcy equation. The introduction by Somerton of a 
modified Prandtl number Cpp./k*, and its apparent success in 
correlating experimental data, can be explained by equation 
(12). The product of the terms containing kj/ks and Pr almost 
eliminates kf as the exponents on the terms are similar. Hence 
to argue, as does Somerton, that the use of the modified 
Prandtl number supports the contention that neglect of iner-
tial terms rather than of finite rate coefficients causes scatter 
in the Nu* versus Ra* experimental data is not necessarily cor
rect. It is more likely that neglect of both causes these 
discrepancies. 
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was calculated for all measured points and found to be 6.44, 
mainly due to the points above Nu* of 10 and in particular by 
experiment 53 . ar with points from 53 deleted is 1.11, and for 
all points below Nu* of 10, is 0.424. The latter value supports 
the very good agreement observed in the figures. 

One obvious possibility for departures above Nu* of 10 
alluded to by Somerton [3] and Prasad et al. [4] is that the 
pressure gradients within the bed are inadequately described 
by the Darcy equation. Reconciliation between the Darcy and 
the well-known Ergun equation is only possible at very low 
values of Re^, and hence of Ra*. Since no new parameters are 
introduced if the complete form of the Ergun equation is used 

an alternative approach would be to perform a separate cor
relation for data points above what Prasad et al. refer to as the 
branching points. That is above values of Ra* or Ra7 where 
the Darcy equation appears to break down. More data are re
quired to carry out such a correlation. 

Conclusions 
The satisfactory agreement between the data and the cor

relating function for Nu*<10 supports the mechanistic 
description of the processes in packed beds with natural con
vection, presented by Chan and Banerjee and in this paper. In
adequacies for higher values of Nu* and the corresponding 
values of Ray can be qualitatively explained by deficiencies in 
the Darcy equation. The introduction by Somerton of a 
modified Prandtl number Cpp./k*, and its apparent success in 
correlating experimental data, can be explained by equation 
(12). The product of the terms containing kj/ks and Pr almost 
eliminates kf as the exponents on the terms are similar. Hence 
to argue, as does Somerton, that the use of the modified 
Prandtl number supports the contention that neglect of iner-
tial terms rather than of finite rate coefficients causes scatter 
in the Nu* versus Ra* experimental data is not necessarily cor
rect. It is more likely that neglect of both causes these 
discrepancies. 
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Simultaneous Radiation and Forced Convection in 
Thermally Developing Turbulent Flow Through a 
Parallel-Plate Channel 

Y. Yener1 and M. N. Ozisik2 

Introduction 

Most of the work on the interaction of radiation with tur
bulent forced convection inside ducts is concerned either with 
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thermally fully developed flows or an absorbing-emitting fluid 
[1-8]. Simultaneous radiation and turbulent forced convection 
for an absorbing, emitting, isotropically scattering, thermally 
developing flow inside a parallel-plate channel with reflecting 
isothermal surfaces has been reported only very recently [9], 
However, due to an error in the numerical computations the 
results of that work are in error. Therefore, we present here 
the correct results. 

Analysis 

Consider a thermally developing steady turbulent flow of an 
absorbing, emitting, isotropically scattering, gray fluid be
tween two parallel plates separated by a distance 2L. The 
channel walls are assumed to be gray, opaque, and diffuse; 
have an emissivity e and a reflectivity p; and are maintained at 
uniform temperature Tw. The fluid enters the heated (or 
cooled) section of the channel at the origin of the axial coor
dinate x=0 at a uniform temperature Tn and with a fully 
developed turbulent flow velocity profile u(y). Assuming con
stant thermophysical properties for the fluid and neglecting 
viscous dissipation as well as axial conduction and axial radia
tion, the energy equation can be written, in dimensionless 
form, as 

Mv)-
30 T 3d 1 7-0 dQr 

3£ d-q L dri J NCR dr\ 

where various dimensionless parameters are defined as 

y 16 x/D, 
V = -J—-, £= —, D,=4L, Re = 

L C RePr 

(1) 

W, Pr = ^ -
v a 

w(v)=-j-r—. c=~rj—' e(y) = i+—. 0(£>,n)=—f— 

TQ = (K + U)L, NCR=-
k(K + a) 

4n2aTJ Qr(k, v)- 4n2aTJ 

with k, a, eH, v, n, K, and a being the thermal conductivity, 
thermal diffusivity, eddy diffusivity, kinematic viscosity, 
refractive index, absorption coefficient, and scattering coeffi
cient of the fluid, respectively. In addition, qr represents the y 
component of the radiative heat flux in the fluid; Um and £/max 

are the mean and maximum flow velocities, respectively. Fur
thermore, a is the Stefan-Boltzmann constant. 

The inlet and boundary conditions, in dimensionless form, 
are 

0(0, i,) = e, = T,/Tw (2a) 

W&, 0) = 0 (2b) 

(2c) 0(1, 1) = 1 
Following Azad and Modest [6] the following three-layer 

turbulent velocity profile for fully developed flow is used 

u+ = y+ ,0<y+ <5 (3a) 

u+ = 5.0 l n ^ + - 3 . 0 5 , 5 < j + < 3 0 (3b) 

»^4'*-r^]-*> 30 (3c) 

The eddy viscosity is described by the following two-layer 
model 

(ku + )2 (ku+f-

v El 
-\-ku + ^ - J , ^ + < 4 0 (4a) 

2! 3! 

[ l - i ?
2 ] [ l + 2r ?

2 ] , /+>40 (4b) 

where £ = 0.407 and i i=10. In the above relations various 
dimensionless quantities are defined as 

r -(l-v)R+, ^ + = 
Re / 

Umy/f/S 4 ^ 8 
where/is the friction factor, which is calculated in such a way 
that 

4 

"Re 
u + dy + 1 (5) 

is satisfied for each Reynolds number. 
Furthermore, the eddy diffusivity eH is calculated by the 

standard assumption that the turbulent Prandtl number is ap
proximately equal to unity. 

The solution of equation (1) is much more sensitive to e(ij) 
than w(i?) [10]. In this work, therefore, a power law profile is 
chosen for w(r})\ that is, w(r}) = (1 - r))1'"' so that 
C=Um:ix/Um = (l+m)/m. The exponent m is determined by 
fitting w(i}) to the velocity profile given by equations (3) for 
different Re and Pr numbers. However, the e(-q) profile is 
determined as described by equations (4) together with equa
tions (3). 

The dimensionless radiative heat flux is defined as 

C«.'») = YJ_,*(£. v, p'Wdp' (6) 

where the dimensionless radiation intensity i/'d, ?j, /x) satisfies 
the equation of radiative transfer given in the form 

r0 d-q 
+ M,r,,ri = (l-"W4tt,V) 

-\_ MZ, v> p')dn' (1) 

Assuming that both plates have the same radiative properties, 
the boundary conditions for equation (7) are given by 

Hi, 0. /*) = * « , 0, -P),II>0 (8«) 

M, 1, -/*) = e + 2pj o ^(£, 1, ix'^'dfi', n>0 (8b) 

where e and p are the emissivity and reflectivity of the bound
aries, co is the single-scattering albedo, [co = o/(/c + a)], and /i is 
the direction cosine (as measured from the positive y axis) of 
the propagating radiation. 

Method of Solution 
An iterative scheme is used to solve the problem as de

scribed in [9], while the radiation problem defined by equa
tions (7) and (8) is solved by the procedure discussed in [11]. 
Once the temperature distribution 0(£, i;) and the radiation 
flux Qr(£, i)) are available, the local Nusselt number is deter
mined from its definition 

Nu(f) 
««(£. i ) + _ T0 

da] Nr 
Qr(l, i)] (9) 

where 6b = Tb/T„ is the dimensionless local fluid bulk 
temperature. 

Results and Discussion 
We now present some representative results to illustrate the 

effects of the parameters co, T 0 , P , a n d A ^ on the local Nusselt 
number for the case Re=105 , P r = l . Results for other 
Reynolds and Prandtl numbers follow qualitatively the same 
behavior. Figure 1 shows the effect of the optical thickness T0 

on the local Nusselt number. Clearly, the Nusselt number in
creases with increasing optical thickness of the medium. The 
effects of the conduction-to-radiation parameter NCR are 
shown in Fig. 2. With decreasing NCR the radiation increases, 
which in turn increases the Nusselt number and the effect is 
more pronounced in the thermally developed region. Figure 3 
shows the effect of single-scattering albedo. Increasing co 
decreases the coupling between radiation and conduction, 
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hence the Nusselt number approaches that of nonradiating 
flow. Finally, Fig. 4 shows the effects of wall reflectivity on 
Nusselt number. As reflectivity approaches unity, the Nusselt 
number approaches that of nonradiating flow. 

In all the results presented above, where 0, = 0.5, the local 
Nusselt number exhibits a minimum at certain downstream 
locations. As the radiation effects increase, the minimum 
point shifts towards the inlet section. Similar behavior has 
been observed for turbulent [2, 6, 8] and laminar flows 
[12-16]. A physical interpretation of this observation has been 
given in [6]. Although the results are not given here, for the 
case of hot fluid (0,-> 1), the local Nusselt number curves do 
not go through a minimum, because the effect of radiation 
diminishes with axial distance as the fluid temperature 
decreases along the channel. However, the presence of radia
tion still results in Nusselt numbers which are higher than the 
no-radiation case. 
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On the Mean Period of Dryout Point Fluctuations 

B. T. Beck1 and G. L. Wedekind2 

Introduction 
The mixture-vapor transition point (liquid dryout point), 

encountered in horizontal tube evaporators and other types of 
once-through vapor generators where complete vaporization 
occurs, has previously been shown [1] to exhibit random fluc
tuations, even under what would otherwise be considered 
steady-state conditions. Such fluctuations can affect the 
dynamic behavior of downstream sensors associated with pro
cess control, and may play an important role in evaporator 
thermal fatigue. The fluctuations may also influence the ex
tent of regions over which salts are deposited in certain types 
of once-through evaporators. 

Measurements of the dryout point position probability den
sity and distribution functions have been made for flow of 
Refrigerant-12 in a uniformly heated horizontal serpentine 
tube evaporator [1]. Furthermore, a theoretical model [2] has 
been developed to predict the influence of applied heat flux 
and inlet flow quality on these statistical characteristics. The 
influence of such fluctuations on other two-phase evaporating 
flow phenomena has also been investigated to some extent [3, 
4]. However, very little information has been reported re
garding the time period of these dryout point fluctuations, or 
the influence of important physical parameters on the fluctua
tion period. The purpose of this paper is to extend previous ex
perimental and theoretical investigations of the statistical 
characteristics of dryout point fluctuations to include, in par
ticular, the influence of applied heat flux and inlet flow quali
ty on the mean period of the fluctuations. 

Probability Theory 

Under steady-state conditions the random process 
associated with the motion of the dryout point is considered to 
be stationary and ergodic. Consider a large number TV of 
similar but independent evaporators functioning si
multaneously under identical controlled operating conditions. 
Now, as suggested in Fig. 1, all such evaporators having 
dryout point position t\ within the interval fj — vdt < z < fj, 
and moving with speed v > 0, will cross the mean position r) in 
the time interval dt. Thus, the average number of the Ndryout 
points moving with positive speeds in the interval vtov + dv 
that will cross the mean position in time dt is 
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Fig. 1 Schematic of dryout point mean crossing interval 

N\" / ( I J , v)di]dv=Nf(7j, v)vdvdt (1) 
J f) — vdt 

where/(r;, v) is the joint probability density function for the 
random variables -n and v = dy/dt. Integrating over all speeds 
v > 0 then yields the following expression for the average 
number of dryout points to cross the mean in time dt with any 
positive speed 

J oo 

vf(r), v)dv (2) 
u = 0 

Thus, the average number of mean crossings or overshoots [5, 
7] per unit time per evaporator is given by 

1 dn f °° 
i>=~^—jr=\ vf(ft,v)dv (3) 

TV dt JK=O 
where v is the average mean-crossing frequency of the dryout 
point fluctuations. 

The average mean-crossing frequency is very simply related 
to the mean fluctuation period. First, consider a large number 
M of fluctuations about the mean dryout point position. Let 
M be sufficiently large so that a given fluctuation period T, is 
negligible in comparison to the total time T0 during which the 
fluctuations took place. The mean period is thus given by 

TS-M'LTI = TO'M (4) 

However, in terms of the crossing frequency, M = i>Ta; thus 

f=T0/M=T0/i>T0 = l/v (5) 

or, in other words, the mean period is just the inverse of the 
average mean-crossing frequency, as would also be the case if 
the fluctuations were deterministically periodic. 

It will now be assumed that the dryout point position and 
speed are independent random variables3; then 

XV, t>)=/,0,)•/„(!>) (6) 
where / and/„ are the marginal probability density functions 
for ri and v, respectively. Substituting equation (6) into equa
tion (3) yields 

* = ( " v / , ( f l ) ' / u (w)r f f= / , (? ) f" vf(v)dv (7) 

The integral appearing in equation (7) may be rearranged as 
follows 

\lovfAv)dv={\lofAv)dv} 

*(L"-o vfv(v)dvl\^ ofv{v)dvj =P+v+ (8) 

where p + is the probability of advancing and v + is the average 
positive speed. Substituting equation (8) into (7) and introduc
ing the result into equation (5) yields the following expression 
for the mean period of the dryout point fluctuations: 

t=l/p+v+f1H) (9) 

3 Position and speed are uncorrelated; however, independence is rigorously 
true only for a normal random process [5] and is assumed here for simplicity. 
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characteristics of dryout point fluctuations to include, in par
ticular, the influence of applied heat flux and inlet flow quali
ty on the mean period of the fluctuations. 
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associated with the motion of the dryout point is considered to 
be stationary and ergodic. Consider a large number TV of 
similar but independent evaporators functioning si
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Now, as suggested in Fig. 1, all such evaporators having 
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v > 0 then yields the following expression for the average 
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where v is the average mean-crossing frequency of the dryout 
point fluctuations. 

The average mean-crossing frequency is very simply related 
to the mean fluctuation period. First, consider a large number 
M of fluctuations about the mean dryout point position. Let 
M be sufficiently large so that a given fluctuation period T, is 
negligible in comparison to the total time T0 during which the 
fluctuations took place. The mean period is thus given by 
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However, in terms of the crossing frequency, M = i>Ta; thus 
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or, in other words, the mean period is just the inverse of the 
average mean-crossing frequency, as would also be the case if 
the fluctuations were deterministically periodic. 

It will now be assumed that the dryout point position and 
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where p + is the probability of advancing and v + is the average 
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Now, in order to determine the influence of important 
evaporator parameters on the mean period it is necessary to in
troduce information about the known statistical char
acteristics of the dryout point position. Previous experimental 
work [1] has shown that the probability density for the dryout 
point position is well represented by the following transform
ed Rayleigh density function4: 

/,0/)= (0-
7 

v)e -W-v)/y 

where 

-(7T-Y)1/2+7J 

(10) 

(11) 

Y = 4o - 2 / ( 4 -7 r ) (12) 

and where an is the standard deviation of the dryout point 
fluctuations. From equations (10), (11), and (12) 

fAv)-- -(/3 —7j)e-('3-«> '•<-- '[7r(4-7r)]' /2/2<7„ (13) 

Substituting equation (13) into (9) gives the following 

f = 2 a , / p + y + e"'r/4[7r(4-7r)]1/2 (14) 

Equation (14) suggests that the mean period is proportional to 
the standard deviation of the dryout point fluctuations. From 
previous analysis of the statistical characteristics of the dryout 
point fluctuations, a theoretical model [2] has been proposed 
for the influence of heat flux and inlet flow quality on this 
standard deviation. The model may be expressed in the follow
ing form 

_ {l-ai)mtihfgax 

' d-«)/?JP
 U ) 

where a, is the inlet void fraction, hjs is the heat of vapora-
tion, a is the time-averaged system mean void fraction, P is 
the tube inside perimeter and ax is the standard deviation of 
the mean flow quality perturbation. Experimental evidence [2] 
has shown that the parameter ax is approximately independent 
of both heat flux fq and inlet flow quality Xj for a given total 
inlet mass flowrate mti, mean system pressure p, fluid and 
evaporator geometry; very limited informatoin is currently 
available regarding the influence of these latter four 
parameters. Substituting equation (15) into (14) completes the 
development of the model for the mean period, yielding 

2elr/\\-ai)mlihfgax 
T=-

[TT(4 - TT)]1/2(1 - a)-LPp+v, 
(17) 

Experimental Results 
Experimental measurements of the mean period of the 

dryout point fluctuations were determined from the previously 
obtained photographic data [1] on dryout point position ver
sus time. These measurements represent the accumulation of 
25 different tests, each of which typically yielded a sample of 
about 30 individual fluctuation periods; a period being deter
mined numerically as the time between two successive positive 
crossings of the mean dryout point position. The mean fluc
tuation period was then determined simply as the arithmetic 
average of the individual periods. The experimental tests in
volved the same evaporator geometry, the same refrigerant 
and total mass flow rate, but were for a variety of heat fluxes 
and inlet flow qualities. The evaporator geometry consisted of 
five 1.8 m (6 ft) long, 0.742 cm (0.292 inch) i.d. horizontal 
borosilicate glass tubes arranged in a serpentine configuration. 
Refrigerant-12 was used at a flow rate of 0.82 kg/min (1.8 
lbm/min). Inlet flow qualities and heat fluxes ranged from 
0-29 percent and 10-29 kW/m2 (3200-9100 Btu/hr-ft2), 
respectively. 

Comparison between the measured mean fluctuation period 
4 A more detailed discussion of this transformation, and its' applicability to 

the dryout point position random variable is given in [1], 
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data and the predictions of the proposed model given in equa
tion (17) requires knowledge of the three parameters ax, p+ , 
and v+ . The mean flow quality perturbation ax has previously 
been shown [2] to have an approximately constant value of ax 

= 0.00775 for the entire range of test conditions indicated 
above. Unfortunately little data are currently available with 
regard to the statistical characteristics of the time derivative, 
or speed, of the dryout point position. Furthermore, such data 
would be difficult to obtain owing to the problems associated 
with accurately differentiating the discrete photographic 
dryout point data. Equation (14), however, provides a means 
of obtaining the required parameters, as they appear together 
in product form p+ v+ , thorough comparison of mean period 
data with the corresponding standard deviation of the fluctua
tions. Figure 2 shows a plot of standard deviation of the 
dryout point fluctuations as a function of mean period for the 
entire set of 25 tests described above. As is apparent from the 
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figure, the data are quite well represented by a simple linear 
relationship corresponding to the constant value/>+ v+ = 32.0 
cm/s. Thus, the parameter grouppH v+ also appears to be ap
proximately independent of both heat flux and inlet flow 
quality. 

The capability of the proposed model to predict the in
fluence of both heat flux and inlet flow quality, as expressed 
by equation (17), is demonstrated in Figs. 3 and 4, respective
ly. The void fraction relationship used in conjunction with the 
proposed model was that proposed by Fujie [6]. This relation
ship has been shown to be in reasonable agreement with 
measured void fraction data for Refrigerant-12 flowing in 
horizontal tubes, and was used in a previous theoretical 
analysis of the dryout point motion [2]. Both data and theory 
indicate that the fluctuation period decreases with increasing 
heat flux as well as with increasing inlet flow quality. Further
more, the agreement between theoretical predictions and ex
perimental data is quite good; this is particularly evident when 
one considers the possible uncertainties in measuring the 
physical parameters used in the model. 

Conclusions 

The proposed model for mean period provides additional 
insight into the important physical parameters influencing the 
statistical characteristics of dryout point fluctuations. A very 
simple relationship has been indicated between the mean fluc
tuation period and the standard deviation of the dryout point 
position, from which it is possible to predict quantitatively the 
influence of both heat flux and inlet flow quality. Further

more, the expermental data suggest that, in principle, the 
parameters ax and p+v+ could be derived from but a single 
experimental test. Once these parameters have been estab
lished, the theoretical model thus provides the capability to 
predict the mean fluctuation period over a wide range of 
operating conditions. The extent to which the proposed model 
will be applicable to other mass flow rates, mean system 
pressures, fluids and evaporator geometries will require fur
ther investigation. 
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